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map interchanging the factors. If w E Hn(X,X; R) is a fundamental class of X, 
then w X w E H2n((X,X) X (X,X); R) is a fundamental class of X X X (whence 
X X X is orientable), and T* (w X w) = (-I)nw X w. By theorem 9, T maps 
the orientation of X X X corresponding to w X w into ( _1)n times itself. Let 

y: Hm(X X X, X X X - ~(X); G) ;:::; j[2n-m(~(x),~(X);G) 

be the duality map associated to this orientation. Then we have a commuta­
tive diagram (all coefficients G) 

T 
Hm(X X X, X X X - ~(X); G) ~ Hm(X X X, X X X - ~(X); G) 

~ y<-l)ny 

i!2n-m( ~(X),~(X);G) 

Therefore T* (z) = ( -I)nz for any z E H* (X X X, X X X - ~(X); G) (which 
implies T*(u) = (-I)nu for any u E H*(X X X, X X X - ~(X); G)). Then 

P2* (u "z) = P1* T* (u "z) = P1* (T* u " T*z) = P1* (u " z) 

and uv p~v = (-I)nT*(u vp~v) = u v T*p~v = uv p!v • 

12 THEOREM Let z be a fundamental class over R of a compact n-manifold 
X with boundary X. For all q and R modules G the homomorphism 
Kz( v) = v " z defines isomorphisms 

Kz: Hq(X;G) ;:::; Hn_q(X,X; G) 
Kz: Hq(X,X; G) ;:::; Hn_q(X;G) 

which are, up to sign, the inverse of the duality isomorphisms of theorem 6.2.20 
defined by the orientation corresponding to z. 

PROOF Let U be the orientation of X corresponding to z as in theorem 9, 
and let j: X - X c X. We prove commutativity up to sign in the triangle (all 
coefficients G) 

i* \. /L"'Kz 

Hq(X) 

For w E Hq(X - X), by property 6.1.6, 

kzyu(w) = {[U I (X,X) X (X - X)]!w} " z 
= P1*{[U I (X,X) X (X - X)] " (z X w)} 

By lemma 11, this equals 

P2*{[U I (X,X) X (X - X)] " (z X w)} 
= P1*T* {[U I (X,X) X (X - X)] " (z X w)} 
= +j*]11*{[U I (X - X) X (X,X)] " (w X z)} 

where ]11: (X - X) X X ~ X - X is projection to the first factor. Again by 
property 6.1.6, 
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(h* {[U I (X - X) X (X,X)] r-. (w X z)} = yu(z) r-. w = w 

Therefore 

Kzyu(W) = +i* (w) 

Similarly, we prove commutativity up to sign in the triangle 

Hq(X) ~ Hn-q(X,X) 

j*\ bO' 

Hq(X - X) 

For v E Hq(X), by property 6.1.5, 

YUKz(V) = [U I (X - X) X (X,X)]/(v r-. z) 
= {[U v p~(v)]1 (X - X) X (X,X)}/z 

By lemma 11 and property 6.1.4, this equals 

+{[p!i*(v) v UJ I (X - X) X (X,X)}/z = +i*(v) v yu(z) = +i*(v) 

Therefore 

YUKz(V) = +i*v • 

4 THE ALEXANDER {;OHOMOLOGY THEORY 

We shall now describe a cohomology theory particularly suited for applications 
in which a space is mapped into polyhedra (the singular theory is more suitable 
for applications where polyhedra are mapped into a space). One approach to 
the theory, called the Cech construction, is based on approximating a space 
by nerves of open coverings; another approach, called the Alexander-Kolmo­
goroff construction, is based on complexes built of "small" simplexes consisting 
of finite sets of points. We shall begin with the Alexander construction, and 
show later in the chapter (see corollary 6.9.9 and the follOWing paragraph) 
that if (A,B) is a closed pair in a manifold X, then [[q(A,B; G) as defined in 
Sec. 6.1 is the Alexander cohomology of (A,B) with coefficients G. 

Let G be an R module and let X be a topological space. For q ~ 0 let 
Cq(X;G) be the module of all functions cP from Xq+l to G with addition and 
scalar multiplication defined pointwise. Thus, if xo, Xl, . . . , Xq E X, then 
CP(XO,Xl, ... ,Xq) E G, and if CPl, qJ2 E Cq(X;G) and r E R, then 

rcpl(xO, ... ,xq) = r(CPl(xO, ... ,xq)) 
(CPl + CP2)(XO, ... ,xq) = CPl(XO, ... ,xq) + CP2(XO, ... ,Xq) 

We shall omit the symbol G from Cq(X;G) where its absence will not cause 
confusion. 

A coboundary homomorphism 8: cq(X) ~ Cq+l(X) is defined by the 
formula 
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(8<p) (xo, ... ,Xq+l) = .~ (_I)i<p(XO, ... ,Xi, ... ,Xq+l) 
OS'Sq+l 

Then 88 = 0 and C*(X) = {Cq(X),8} is a cochain complex over R. If X is 
nonempty, it is augmented over G by 1/: G ~ CO(X), where (1/(g))(x) = g for 
g E G and all x E X. So far the topology of X has played no role, and the fol­
lowing result shows that C* (X) has uninteresting cohomology. 

I LEMMA If X is a nonempty space, 1/*: G:::::: H*(C*(X;G)). 

PROOF Let x be a fixed point of X and define a cochain homotopy 
D: C* (X) ~ C* (X) by 

Then 

(D<p) (xo, ... ,Xq) = <p(x,xo, .. 

8D<p + D8<p = {: _ 1/(<p(x)) 

,Xq) q ~ 0 

deg <p > 0 
deg <p = 0 

Therefore, if '7": C(X;G) ~ G is the cochain map defined by 

deg <p > 0 
deg <p = 0 

then '7"1/ = IG and D is a cochain homotopy from Ic*(X) to 1/'7". Therefore 1/ is a 
cochain equivalence, whence the result. -

We now use the topology of X to pass to a more interesting quotient com­
plex. An element <p E Cq(X) is said to be locally zero if there is a covering 'Yi of 
X by open sets such that <p vanishes on any (q + I)-tuple of X which lies in 
some element of GIl. Thus, if we define 'Yiq+l = U U E '1l Uq+l C Xq+l, then <p 
vanishes on 'Yiq+1. The subset of Cq(X) consisting of locally zero functions is a 
submodule, denoted by Coq(X), and if <p vanishes on 'Yiq+1, then 8<p vanishes 
on Gllq+2 , whence ct(X) = {Coq(X),8} is a co chain subcomplex of C*(X). We 
define C * (X) to be the quotient cochain complex of C * (X) by C t (X). If X is 
nonempty, the composite 

G 4 C*(X) ~ C*(X) 

is an augmentation of G*(X), also denoted by 1/. The cohomology module of 
C*(X) of degree q is denoted by jiq(X;G). 

Given a function f: X ~ Y (not necessarily continuous), there is an in­
duced cochain map 

f#: C*(Y;G) ~ C*(X;G) 

defined by the formula 

(f#<p)(xo, ... ,Xq) = <P(f(xo) , ... ,f(Xq)) <p E Cq(y); Xo, ... ,Xq E X 

If <p vanishes on 'Yq+1, where 'Y is an open covering of Y, and if there is 
an open covering GIL of X such that f maps each element of 'Yi into some ele­
ment of CV; then f#<p vanishes on 'Yiq+l. In particular, if f is continuous, f-I'Y 
is an open covering of X which can be taken as Gil., and therefore f# 
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maps C~(Y) into C~(X). It follows that if fis continuous, there is an induced 
cochain map 

f#: C*(Y;G) ~ C*(X;G) 

Let A be a subspace of X and let i: A c X. Then .i#: C * (X; G) ~ C * (A; G) 
is an epimorphism. Therefore the kernel of i# is a co chain subcomplex 
of C*(X;G), denoted by C*(X,A; G). The relative module fIq(X,A; G) is de­
fined to be the cohomology module of C*(X,A; G) of degree q. 

Since there is a short exact sequence of cochain complexes 

o~ C*(X,A; G) L C*(X;G) ~ C*(A;G)~ 0 

it follows that there is an exact sequence 

2 ... ~ fIq(x,A; G) 4 fIq(X;G) ~ fIq(A;G) ~ fIq+l(X,A; G) ~ 

The graded module fI*(X,A) = {fIq(X,A; G)} is the module function of 
the cohomology theory we are constructing, and the homomorphism 
8 *: fIq(A;G) ~ fIq+l(X,A; G) is the connecting homomorphism of the theory. 
Given a continuous map f: (X,A) ~ (Y,B), there is induced by f a commuta­
tive diagram of cochain maps 

o ~ C* (Y,B; G) ~ C* (Y;G) ~ C* (B;G) ~ 0 

f# 1 (fI X )# 1 l(fI A )# 

o ~ C* (X,A; G) ~ C* (X;G) ~ C*(A;G) ~ 0 

The homomorphism f*: fI* (Y,B; G) ~ fi* (X,A; G) is defined to be the 
homomorphism induced by the cochain map f# in the above diagram. It is 
then clear that for fixed G, fi * (X,A; G) and f* constitute a contravariant 
functor from the category of topological pairs to the category of graded 
R modules. Furthermore, the connecting homomorphism 8 * is a natural 
transformation of degree 1 from fI* (A;G) to fI* (X,A; G). Therefore we have 
the constituents of a cohomology theory, and we shall verify that the axioms 
are satisfied. The resulting cohomology theory is called the Alexander (or 
Alexander-Spanierl ) cohomology theory, and fiq(X,A; G) is called the Alex­
ander cohomology module of (X,A) of degree q with coefficients G. 

The exactness axiom is a consequence of the exactness of the sequence 2. 
The dimension axiom will follow from the next result. 

:I LEMMA If X is a one-point space, 1) *: G ::::; fI* (X;G). 

PROOF Because X is a one-point space, a locally zero function on X is zero. 
Therefore C*(X;G) = C*(X;G) and the result follows from lemma 1. • 

Before proving the excision axiom it will be useful to introduce another 
eo chain complex for the relative theory. If A C X, let C* (X,A) be the sub-

1 See E. Spanier, Cohomology theory for general spaces, Annals of Mathematics, voL 49 
pp. 407-427, 1948. 
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complex of C* (X) of functions qJ which are locally zero on A. Thus there is a 
short exact sequence 

o ~ C*(X,A) ~ C*(X) ~ C*(A) ~ 0 

and C~(X) C C*(X,A). It follows that C*(X,A) = C*(X,A)/C~(X). The 
excision axiom follows from the next result. 

4 LEMMA Let U be a subset of A C X such that U has an open neighbor­
hood W with W C int A. Then the inclusion map;: (X - U, A - U) C (X,A) 
induces an isomorphism 

;#: C*(X,A);::::: C*(X - u, A - U) 

PROOF There is a commutative diagram with exact rows 

O~C~(X) 

~ 

~ C*(X,A) 

~k# 

~ C*(X,A) ~O 

o ~ C~(X - U) ~ C*(X - U, A - U) ~ C*(X - U, A - U) ~ 0 

It suffices to prove that Ak# is an epimorphism and that (k#t1(C~ (X - U)) = 
C~(X). If Cf' EO Gq(X - U, A - U), let cp EO Gq(X) be defined by 

_ (O qJ(xo, . . . ,Xq) = ( ) 
qJ Xo, ... ,Xq 

Xi E W for some 0 :::; i :::; q 
Xo, . . . ,Xq E X - W 

If C\,( is an open covering of A - U such that qJ vanishes on "q+1, then 
~ = {V U W I V E C\,(} is an open covering of A such that cp vanishes on 
~q+1. Therefore cp E O(X,A), and from the definition of cp, k#cp - qJ vanishes 
on Yrq+! where Yr = I V n int A I V EO Y) U IX - W), which is an open 
covering of X - U. Therefore Ak#cp = AqJ, and because A is an epimorphism, 
so is Ak#. 

Assume that qJ E Cq(X,A) is such that k#qJ E Coq(X - U). Because qJ is 
locally zero on A, there is an open covering 0(L1 of A such that qJ vanishes on 
"Il1 q+1. Because k#qJ E Coq(X - U), there is an open covering 0~ of X - U 
such that qJ vanishes on 0J2q+1. Let 

Then 'Y = ''Vi U '\2 is an open covering of X such that qJ vanishes on 
,\q+1. Therefore qJ E Coq(X) and sc 

(k#)-1(C~(X - U)) = C~(X) • 

The homotopy axiom will be proved in the next section. We conclude 
this section with a study of Bo. A function qJ from a topological space X to a 
set is said to be locally constant if there is an open covering ql of X such that 
qJ is constant on each element of "It. 

5 THEOREM If A C X, then BO(X,A; G) is isomorphic to the module of 
locally constant functions from X to G which vanish on A. 
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PROOF A locally zero function from X to G is zero. Therefore CoO(X) = 0, 
and so 

CO(X,A) = CO(X,A)jCoO(X) = CO(X,A) 

Therefore fIO(X,A; G) is the kernel of the composite 

CO(X,A) ~ O(X,A) ~ Cl(X,A) 

CO(X,A) is the module of functions from X to G which vanish on A. If 
cp E CO(X,A), then cp is in the kernel of the above composite if and only 
if there is some open covering Gil of X such that Scp vanishes on Gl12. 

Since (Scp)(x,y) = cp(y) - cp(x), this is equivalent to the condition that there is 
an open covering GIl such that cp is constant on each element of ,,?t. Hence the 
kernel of the above composite equals the module of functions vanishing on A 
that are locally constant on X. -

6 COROLLARY Let X be a topological space in which every quasi-component 
is open and let A C X. Then flO(X,A; G) is isomorphic to the module of func­
tions from the set of those quasi-components of X which do not intersect 
A to G. 

PROOF This follows from theorem 5 and the fact that a locally constant 
function on X is constant on every quasi-component of X. -

7 COROLLARY A nonempty space X is connected if and only if 

1/ *: G ;:::; flO(X;G) 

PROOF This follows from theorem 5 and the trivial observation that every 
locally constant function on X is constant if and only if X is connected. -

It follows that there exist spaces for which the singular cohomology and 
Alexander cohomology differ. In fact, for any connected space which is not 
path connected, corollary 7 and theorem 5.4.lO show that they differ in 
degree O. 

We now present a version of theorem 5.4.lO valid for the Alexander 
theory. 

8 THEOREM Let {Uj } be an open covering of X by pairwise disioint sets. 
Then there is a canonical isomorphism 

fIq(X;G) ;:::; X fIq(Uj;G) 

PROOF Because {Uj } consists of pairwise disjoint sets, the map induced by 
restriction 

,i#: C*(X) ~ X C*(Uj) 

is an epimorphism. Because {Uj } is an open covering of X, it follows that 

(i#)-l(X C~(Uj)) = C~(X) 
Therefore i# induces an isomorphism C* (X) ;:::; X C* (Uj ). -
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9 COROLLARY Let {Cj } be the collection of components of a locally con­
nected space X. Then there is a canonical isomorphism 

Jiq(X;G) ;::::; X jiq(cj;G) 

PROOF Because X is locally connected, its components are open, and the re­
sult follows from theorem 8. • 

THE HOMOTOPY AXIOM FOR THE ALEXANDER THEORY 

In this section we shall prove the homotopy axiom for the Alexander cohomology 
theory. The proof will be based on a description of the Alexander cochain 
complex as the limit of cochain complexes of abstract simplicial complexes. 
We shall also use this description to construct a homomorphism of the 
Alexander cohomology theory into the singular cohomology theory. Because 
the Alexander theory satisfies all the axioms, this homomorphism is an isomor­
phism from the Alexander theory to the singular cohomology theory on the 
category of compact polyhedral pairs. 

We shall be considering a fixed R module G as coefficient module for 
cohomology and will usually not mention G explicitly. Let "11 be a collection 
of subsets covering a set X. Let X("It) be the abstract simplicial complex 
whose vertices are the points of X and whose simplexes are finite subsets F of 
X such that there is some U E "II containing F. Let C('YL) be the ordered chain 
complex of X(ql) over R. Given a subset A C X and a subcollection "11' C "11 
which covers A, we let A(ql') be the subcomplex of X("Il) whose vertices are 
the points of A and whose simplexes are finite subsets of A lying in some ele­
ment of "11'. Then C'('YL') will denote the chain subcomplex of C("It) cor­
responding to A('YL'). 

Let ('Y,'Y') be another pair consisting of a covering 'Yof X and a subset 
"If' C 'Ywhich is II covering of A. Assume that ('Y,'Y') is a refinement of ("11,"11') 
in the sense that every element of 'Y is contained in some element of "It and 
every element of "V' is contained in some element of "11'. Then the pair 
(C('Y),C'('Y')) is mapped injectively into the pair (C(GIl),C'(ql')) by the identity 
map of (X,A) to itself. 

Let X be a topological space and A a subspace of X. Consider pairs ("11,"11'), 
where GIl is an open covering of X and "11' is a subset of "It which covers A. 
Such a pair is called an open covering of (X,A). Let C*("I1,"It') be the 
cochain complex of the pair (C(Gll),C'("II')) (with coefficients in G). An element 
u of Cq(Gll,ql') is a function defined on (q + I)-tuples of X which lie in some 
element of "11, taking values in G, and vanishing on (q + I)-tuples of A which 
lie in some element of Gll'. If (CV~'Y') is a refinement of ("11,"11'), the restriction 
map is a cochain map 
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If (GIl, "11') and ('Y,'Y') are two open coverings of (X,A) as above, let 
G)Jl = {V n VI V E GIl, V E 'Y} and let G)Jl' = {V' n V'I V' E GLL', V E 'Y'}. 
Then (G)Jl, G)Jl ') is another open covering of (X,A) and (G)Jl, GlJ) ') is a refinement of 
( Ok, ~') and of (r, Y'). Therefore the cochain complexes (C*( Ok, ~')} form a 
direct system, and we have a limit cochain complex 

lim~ {C * ("11, ql')} 

We shall show that this limit cochain complex is canonically isomorphic 
to G* (X,A). If cP E Cq(X,A), let ql' be a collection of open subsets of X cover­
ing A such that cP vanishes on (GIl')q+1 n A q+1 (such a GIl' exists because cP is 
locally zero) and let GIl = GIl' U {X}. Then (qL,''11') is an open covering of (X,A) 
and cP determines by restriction an element cP I (GIl, GLL') E Cq(GIl, GIl'). Passing to 
the limit, we obtain a homomorphism (by restriction) 

A: C*(X,A) ---7lim~ {C*(GIl,"I1')} 

which is a canonical cochain map. Th~ folloWing result explains our interest 
in the cochain complexes C * ("11, "11'). 

I THEOREM The canonical cochain map 

A: C*(X,A) ---7lim~ {C*(GIl,GIl')} 

is an epimorphism and has kernel equal to C~ (X). 

PROOF To prove that A is an epimorphism, let u E Cq(0il,"Il'). Define 
CPu E Cq(X) by 

( ) (U(xo,... ,Xq) 
CPu Xo, • • • ,Xq = 0 

if xo, . . . ,Xq E V, where V E GLL 
otherwise 

Then CPu vanishes on (0il')q+1 n Aq+1, and therefore CPu E O(X,A). By defini­
tion, CPu I (GIl,GIl') = u, and A is an epimorphism. 

An element cp E Cq(X,A) is in the kernel of A if and only if there is some 
(0il,GLL') such that cp I (G11,GIl') = O. Thus A(cp) = 0 if and only if there is some 
open covering ql such that cp vanishes on ql q+1. By the definition of C ~ (X), 
A(cp) = 0 if and only if cp E C~ (X). • 

From theorem 1 and the analogue of theorem 4.1. 7 for cochain com­
plexes, we have the following corollary. 

2 COROLLARY For the Alexander cohomology theory there is a canonical 
isomorphism 

iIq(X,A; G);::::::: lim~ {Hq(C*("Il,'~l'; G))} • 

We are now ready for the proof of the homotopy axiom for the Alexander 
cohomology theory. In the presence of the other axioms, it suffices to prove it 
for the case of the two mappings 

ho, h1: (X,A) ---7 (X X I, A X 1) 
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where ho(x) = (x,O), hl(x) = (x,I). The proof consists in showing that if ("ll,"ll') 
is any open covering of (X X I, A X I), there is an open covering (<'\;'Y') of 
(X,A) such that ho and hI induce chain-homotopic chain maps from 
(C(T),Cn-')) to (C("l1),C("l1')). This is a result about free chain complexes, and 
the technique of acyclic models is available for obtaining the desired chain 
homotopy. 

Let Y be an arbitrary set and n a nonnegative integer. Let C(Y,n) be the 
chain complex over R of the abstract simplicial complex (Y X I)("l1(Y,n)), 
where ''It(Y,n) is the covering of Y X I defined by 

~(y,n)={ YX [;, m2~1] I O~ m<2n} 

3 LEMMA If Y is nonempty, the chain complex C(Y,n) is acyclic. 

PROOF For 0 ::::; m < 2n let Km be the subcomplex of (Y X I)("ll(Y,n)) con­
sisting of all the finite subsets of Y X [m/2n, (m + I)/2n]. For 0 ::::; m ::::; 2n let 
Lm be the subcomplex of (Y X I)("ll(Y,n)) consisting of all the finite subsets of 
Y X (m/2n). Then (Y X I)("ll(Y,n)) = U m Km and Ki n Kj = 0 if Ii - il > 1 
and Ki n Ki+1 = Li+l. Because Y is nonempty, each Km (and Lm) is non­
empty and is the join of Km (or Lm) with any vertex in it. Therefore, 
by theorem 4.3.6, C(Km) and C(Lm) are acyclic. Let Nq = Um,;q Km. Then 
Nq+1 = Nq U Kq+1 and Nq n Kq+1 = Lq+I. By induction on q, using the 
exactness of the reduced Mayer-Vietoris sequence, it follows that C(Nq ) is 
acyclic for all q. Therefore C(Y,n) = C(N2n_l) is acyclic. • 

From this we have our next result, which will provide the acyclic model 
for the homotopy axiom. 

4 LEMMA Let YI , ... , Yq be subsets of a nonempty set Y, where 
Y = YI , and for each i let ni be a nonnegative integer. Let K be the simplicial 
complex defined by 

K = V (Yi X I)("It(Yi,ni)) , 
Then C(K) is acycliC. 

PROOF We prove the lemma by induction on q. If q = 1, it follows from 
lemma 3. Assume that q > 1, and the result is valid for fewer than q sets Yi . 

Let K = Ui,;q-I (Yi X I)(0.l(Y;,ni)). Then K U (Yq X I)(G1.l(Yq,nq)) = K. If Yq 
is empty, C(K) = C(K) is acyclic, by the inductive assumption. If Yq is non­
empty, C(Yq,nq) is acyclic, by lemma 3, and C(K) is acyclic, by the inductive 
assumption. To prove that C(K) is acyclic, from the exactness of the reduced 
Mayer-Vietoris sequence it suffices to prove that C(K n (Yq X I)(G1.l(Yq,nq))) 
is acyclic. However, K n (Yq X I)(0.l(Yq,nq)) = UI,;i<q (Yi X I)(G1.l(Yi,ni)), 
where Yi = Yi n Yq are subsets of Yq (and Y1 = Yq) and ni = max (n;,nq). 
Therefore, by the inductive assumption, C(K n (Yq X I)(0.L(Yq,nq))) is 
acyclic. • 
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We now come to the following main step in the proof of the homotopy 
axiom. 

:» LEMMA Let (GiL, "ll') be any open covering of (X X I, A X I). There is an 
open covering (cv,'Y') of (X,A) such that ho and h1 induce chain-homotopic 
chain maps from (C('Y),C'('Y')) to (C(G(l),C'("ll')). 

PROOF For each x E X it follows from the compactness of x X I that there 
is an open set Vx about x and an integer n ~ 0 such that for 0 :::;; m < 2n the 
set Vx X [m/2n, (m + 1)/2n] is contained in some element of G(1. Furthermore, 
if x E A, we can choose Vx and n so that Vx X [m/2n, (m + 1)/2n] is con­
tained in some element of GLl'. Let 'Ybe the collection {VX}XEX and 'Y' the sub­
collection {VX}XEA. To show that ('Y,'Y') has the desired property, let e be the 
category consisting of the subcomplexes of X('Y) partially ordered by inclu­
sion. For each subcomplex K of X('Y) let G(K) be the ordered chain complex 
of K. For each Simplex s of X('Y) [or A('Y')] define n(s) to be the smallest non­
negative integer such that for 0 :s; m < n(s) each set s X [m/2 n(sl, (m + 1)/2n(S)] 

is contained in some element of ''It [or 01']. Such an integer exists because of 
the way ('Y,'Y') was chosen. For a sub complex K of X(V) let K be the 
subcomplex of (X X 1)(01) defined by 

R = u {(s X 1)("l[(s,n(s)) Is E K} 

and let G'(K) be the ordered chain complex of K. Then G and G' are covari­
ant functors from e to the category of augmented chain complexes. 

Let GJTL be the set of subcomplexes {s C X(CY) I s E X('Y)}. Then G is free 
on e with models 0TL, and by lemma 4, G' is acyclic on e with models 0lL If 
a = (XO,X1, ... ,Xq) is an ordered q-simplex of X('Y), then 

~(O') = ((:ro,O), ... ,(xq,O)) and hl(O') = ((:ro,1), ... ,(xq,l)) 

are natural chain maps preserving augmentation from G to G'. It follows from 
theorem 4.3.3 that there is a natural chain homotopy from ho to h1. • 

If u E Hq(C*(Gi1,GLl')), where (Cll,GLl') is an open covering of (X X I, A X 1), 
it follows from lemma 5 that there is an open covering ('Y,'Y') of (X,A) such 
that ho('Y,'Y') C (Gi1,01') , h1('Y,'Y') C (Cll,GLl'), and h~u = hTu in Hq(C*('Y,'Y')). 
Passing to the limit and using corollary 2 gives us the final result. 

S THEOREM The Alexander cohomology theory satisfies the homotopy 
axiom. • 

We have now verified all the axioms of cohomology theory for the 
Alexander cohomology theory. We construct a homomorphism fl from the 
Alexander cohomology theory to the singular cohomology theory. Let (Cll,GLl') 
be an open covering of (X,A). There is a canonical chain transformation 

(~(Cll),~(GLl' n A)) ~ (C(Cll),C'(Cll')) 

which assigns to a singular q-simplex a: ~q ~ X the ordered simplex 
(a(vO),a(v1), ... ,a(vq)) of C(Cll). This induces a homomorphism 
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C*("Il,"Il'; G) ~ C* (~("Il), ~(ql' n A); G) 

Passing to the limit and using corollary 2, we obtain a canonical homomorphism 

Jl': Hq(X,A; G) ~ lim~ {Hq(~("Il), ~(G2L' n A); G)} 

By theorem 4.4.14, there is a canonical isomorphism 

and the homomorphism 

J.t: Hq(X,A; G) -+ Hq(A(X), A(A); G) 

is defined to equal the composite Jl"-IJl'. It can be verified that this homomor­
phism has the commutativity properties necessary to be a natural transforma­
tion of cohomology theories. 

We now introduce a cup product in the Alexander theory, which will 
have the usual properties of a cup product (as in Sec. 5.6) and will be com­
patible with the singular cup product by the homomorphism Jl. 

Let G and G' be R modules paired to an R module G". Given 
C(JI E Cp(X;G) and C(J2 E Cq(X;G'), we define C(JI v C(J2 E Cp+q(X;G") by 

(C(JI v C(J2)(XO, ... ,xp+q) = C(JI(XO, ... ,Xp)C(J2(Xp, ... ,xp+q) 

If C(JI is locally zero on AI. so is C(JI V C(J2, and if C(J2 is locally zero on A2, so is 
C(JI V C(J2. Therefore C(JI v C(J2 induces a cup product from CP(X;G) and 
Cq(X;G') to Cp+q(X;G"). An easy verification shows that 

S(C(JI v C(J2) = SC(JI v C(J2 + (-l)PC(JI V SC(J2 

Therefore the cup product induces a cup product on cohomology classes, and 
this cup product is clearly mapped by Jl to the singular cup product. 

In order to get a cup product from Cp(X,A I; G) and Cq(X,A2; G') to 
Cp+q(X, Al U A 2; G"), we need to ensure that an element of Cp+q(X;G") 
which is locally zero on Al and locally zero on A2 will be locally zero on 
Al U A 2. If Al U A2 = intA, uA2AI U intA, UA2A2, this is so. With this modi­
fication properties 5.6.8 to 5.6.12 are all valid for the resulting cohomology 
product. 

6 TAUTNESS AND CONTINUITY 

In this section we shall consider tautness for the Alexander theory and estab­
lish the strong result that any paracompact space imbedded as a closed sub­
space of a paracompact space is tautly imbedded. This implies a strong excision 
property for paracompact pairs (X,A) with A closed in X. It also implies the 
continuity property (that the Alexander cohomology theory commutes with 
limits of compact Hausdorff spaces directed by inclusion). This continuity 
property, together with the other axioms of cohomology theory, characterizes 
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the Alexander theory on the category of compact Hausdorff pairs (that is, 
pairs with X compact Hausdorff and A closed in X). The section closes with 
a brief discussion of the Alexander cohomology with compact supports. Our 
proof of the special tautness properties of the Alexander cohomology theory is 
based on techniques of Wallace. 1 

Let "11 be a collection of subsets of a set X. Let "Il* = {U * } U E 'l!, where 

u* = u {U' E OU I U' n u ¥- <1>1 

A collection 'Y is said to be a star refinement of "Il if 'Y* is a refinement of "11. 
A topological space X is said to be fully normal if every open covering of X 
has an open star refinement. It is known that for Hausdorff spaces paracom­
pactness is equivalent to full normality. 

I LEMMA Let A be a subset of a topological space X and let'\:- be an open 
covering of X. There exist a neighborhood N of A and a function f: N -7 A 
(not necessarily continuous) such that 

(a) f(x) = x for x E A. 
(b) If V E 'If, then f(V n N) C V*. 

PROOF If A is empty, let N = A and fbe the identity map. If A is nonempty, 
let N = U (V E YI V n A¥- <1>1 and define f: N -+ A by f(x) = x for x E A, 
or if x ¢ A, choose f(x) E A so that there is V E 'Y with' x, f(x) E V. Such a 
choice of f(x) is always possible because of the way N was defined. Clearly, if 
x E V n N, there is V' E'Y with x, f(x) E V'. Therefore x E V n V' and 
V' C V*. Hence, f(V n N) C V* and (a) and (b) are satisfied. • 

This last result may be interpreted as asserting that A is a discontinuous 
neighborhood retract of X with a retraction that is not too discontinuous. 
If A is a closed subset of a paracompact space, it is similar enough to an abso­
lute neighborhood retract so that we have the following generalization of 
theorem 6.1.10 for the Alexander theory. 

2 THEOREM A closed subspace of a paracompact Hausdorff space is a 
taut subspace relative to the Alexander cohomology theory. 

PROOF Let A be a closed subspace of a paracompact space X and let 
cp E Cq(A) be a cochain such that 8cp vanishes on "'Jlq+2, where G1JI- is an open 
covering of A. Let "11 = {W U (X - A) I W E "2l1} and observe that "II is an 
open covering of X because A is closed in X. Let 'Y be an open star refinement 
of "II and let N be a neighborhood of A and f: N -7 A a function (not neces­
sarily continuous) satisfying lemma 1 relative to '\~ Then f#cp E Cq(N), and we 
show that 8f#cp = f#l3cp vanishes on 'Yq+2 n Nq+2. By lemma lb, for any 
V E 'Ythere is U E %"such thatf(V n N) C U. Thenf(V n N) C UnA C W 
for some WE G)J). Therefore 8f#cp vanishes on (V n N)q+2. This means that 
f#cp represents a co cycle of Eq(N) and, by lemma la, (f#cp) I A = cpo Hence 

1 See A. D. Wallace, The map excision theorem, Duke Mathematical Journal, vol. 19, 
pp. 177-182, 1952. 
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the cohomology class {<p} E flq(A) is the image under restriction of the coho­
mology class {f#<p} E flq(N), showing that lim_ {fiq(N)} ~ fiq(A) is an 
epimorphism. 

To prove that it is a monomorphism, let N' be a paracompact neighbor­
hood of A and assume that <p E Cq(N') is such that o<p vanishes on L'11lq+2 and 
<p I A = o<p' on (61LI-,)q+1, where q[) is an open covering of N' and lUI' is an open 
covering of A. Let GIL = {W' U (N' - A) I w' E "lll"} and observe that "It is an 
open covering of N' (because A is closed.) Let 'Ybe an open star refinement 
of both ('ll\' and G/J.,('Y is a covering of N') and let N be a neighborhood of A in 
N' and f: N ~ A a function (not necessarily continuous) defined with respect 
to 'Y to satisfy lemma 1. If V E 'Y, then f(V n N) C W' for some W' E q[)'. 

Therefore f#(<p I A) = of#<p' on Vq+1 n Nq+l. 
To show thatf#(<p I A) is cohomologous in Cq(N) to <p I N, for l/; E Cp(N) 

define Dl/; E Cp-l(N) by 

(Dl/;) (xo, ... ,Xp-l) = .~ (-l)jl/;(xo, ... ,Xj, f(Xj), ... ,f(Xp-l)) 
O:':J:,:p-l 

An easy computation establishes the formula 

oDl/; + Dol/; = f#(l/; I A) - l/; 

For every V E 'Y, (V n N) U f(V n N) C W for some WE "llI- (by lemma Ib), 
and because o<p vanishes on q[) q+2, oD( <p IN) = f #( <p I A) - <p I N on 
'Yq+l n Nq+l. Therefore the cohomology class {<p} E fiq(N) maps to zero in 
fiq(N). This suffices to show that lim_ {fiq(N)} ~ flq(A) is a monomorphism, 
and so A is a taut subspace of X. • 

3 COROLLARY Let X ~ A ~ B, where X is a paracompact Hausdorff 
space and A and B are closed subspaces of X. Then, relative to the Alexander 
cohomology theory, (A,B) is a taut pair in X. 

PROOF This is an immediate consequence of theorem 2 and lemma 6.1.9. • 

4 EXAMPLE Let X be the subspace of R2 C S2 defined in example 2.4.8. 
The space X obtained by retopologizing X by the topology generated by the 
path components of open sets in X is a half-open interval. Since X has the 
same singular homology as X, Hl(X;Z) = O. Since S2 - X has two components, 
it follows from the Alexander duality theorem that lim_ {Hl( U;Z)} = Z as U 
varies over neighborhoods of X. Therefore lim_ {Hl( U;Z)} ~ Hl(X;Z) is not 
a monomorphism, and so X is not a taut subspace of R2 with respect to sing­
ular cohomology. Since X is closed in R2, it is taut with respect to Alexander 
cohomology. 

Note that the above example is one in which lim_ {Hl( U;Z)} ~ Hl(X;Z) is 
not a monomorphism, whereas in example 6.1.8 a subspace A C R2 was given 
such that lim_ {HO(U;Z)} ~ HO(A;Z) was not an epimorphism. 

The tautness property 3 implies that the Alexander cohomology theory 
satisfies the following strong excision property. 
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5 THEOREM Let (X,A) and (Y,B) be pairs, with X and Y paracompact 
Hausdorff and A and B closed. Let f: (X,A) ~ (Y,B) be a closed continuous 
map such that f induces a one-to-one map of X - A onto Y - B. Then, for 
all q and all G 

f*: Hq(Y,B; G) :::::: Hq(X,A; G) 

PROOF Because f is closed, continuous, and one-to-one from X - A onto 
Y - B, it follows that f is a homeomorphism of X - A onto Y - B. Let {Ua } 

be the family of open neighborhoods of B in Y and let Va = f-l( Ua). Then 
Va is an open neighborhood of A in X, and because f is a closed map, the col­
lection {Va} is coRnal in the family of all neighborhoods of A in X. We have 
a commutative diagram 

Hq(Y,B) ~ lim~ {Hq(y,Ua)} ~ lim~ {Hq(y - B, Ua - B)} 

f*~ f!~ ~n 

Hq(X,A) ~ lim~ {Hq(X, Va)} ~ lim~ {Hq(X - A, Va - A)} 

in which the vertical m~ps are induced by f and the horizontal maps are 
induced by inclusions. By corollary 3 and lemma 6.4.4, the horizontal maps 
are isomorphisms. Because f I X - A is a homeomorphism of X - A onto 
Y - B, it follows that for each a, f I (X - A, Va - A) is a homeomorphism of 
(X - A, Va - A) onto (Y - B, Ua - B). Therefore f~ is an isomorphism, 
and by commutativity of the diagram, f* is also an isomorphism. -

The following weak continuity property of the Alexander cohomology 
theory is another consequence of its tautness properties. 

6 THEOREM Let {(Xa,Aa)}a be a family of compact Hausdorff pairs in 
some space, directed downward by inclusion, and let (X,A) = (n Xa, n Aa). 
The inclusion maps ia: (X,A) C (Xa,Aa) induce an isomorphism 

{i: }: lim~ Hq(Xa,Aa; M) :::::: Hq(X.A; M) 

PROOF If F is a closed subset of Xf3 for some /3, the collection {Xa n F} a 
consists of compact sets directed downward by inclusion, and X n F = 
n (Xa n F). It follows that if X n F = 0, there is some a such that 
Xa n F = 0. Therefore, if U is any neighborhood of X in Xf3 , there exists a 
such that Xa C U. Similarly, if (U, V) is any neighborhood of (X,A) in Xf3 , 
there is a such that (Xa,Aa) C (U,V). 

To show that {i: } is an epimorphism, let u E Hq(X,A) be arbitrary. For 
any /3, (X,A) is a taut pair in Xf3 , by corollary 3. Therefore there is a neighbor­
hood (U, V) of (X,A) in Xf3 and an element v E Hq(U, V) such that v I (X,A) = u. 
Let a be such that (Xa,Aa) C (U, V) and Va = V I (X",Aa). Then Va E Hq(X",Aa) 
and i:va = u, which proves that {i:} is an epimorphism. 

To prove that {iii'} is a monomorphism, let u E Hq(Xf3 ,Af3 ) be such that 
qu = O. By corollary 3, (X,A) is a taut pair in Xf3. Therefore there is a 
neighborhood (U, V) of (X,A) in Xf3 such that u I (U, V n Af3) = O. Choose a 
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so that (X",A,,) C (U, V n AfJ). Then u I (X",A,,) = 0, and {i;;-} is an 
isomorphism. -

The continuity property involves an assertion analogous to that of 
theorem 6 for an arbitrary inverse system {(X",A,,)} of compact Hausdorff 
pairs, where (X,A) = lim_ {(X",Aa)}. It is not hard to prove that the continuity 
property is equivalent to the weak continuity property. I A cohomology theory 
having the weak continuity property is called weakly continuous. Such 
theories are characterized on the category of compact Hausdorff spaces in 
view of the following result. 

7 LEMMA Any compact Hausdorff pair can be imbedded in a space in 
which it is the intersection of a family of pairs directed downward by inclu­
sion, each pair of the family being a compact Hausdorff space of the same 
homotopy type as a compact polyhedral pair. 

I 

PROOF It is a standard fact that any compact Hausdorff space can be imbedded 
in a cube [J; hence we assume (X,A) imbedded in fJ. For each finite sub­
set a C J let PiX: [J ~ I" be the projection map and let (U, V) be a compact 
polyhedral neighborhood of (p,,(X),p,,(A)) in la. It can be verified that the col­
lection of pairs {(p" -1( U ),p" -l(V))} corresponding to all finite a C J and com­
pact polyhedral neighborhoods of (p,,(X),p,,(A)) in I" is directed downward by 
inclusion and has (X,A) as intersection. Furthermore, (p" -l(U),p" -leV)) is a 
compact pair in [J homeomorphic to (U, V) X [J-a, and the projection map 

PiX: (p" -l(U),p" -1(V)) ~ (U,v) 

is a homotopy equivalence. Therefore the family {(pa -1( U ),Pa -1(V))} has the 
desired properties. -

This yields the following extension of the uniqueness theorem for weakly 
continuous cohomology theories. 

8 THEOREM Given two weakly continuous cohomology theories, any 
homomorphism between them which is an isomorphism for some one-point 
space is an isomorphism for all compact Hausdorff pairs. -

We now describe the Alexander cohomology with compact supports. 
This is a cohomology theory on a suitable category of topological pairs and 
maps, and we shall discuss the category first. 

A subset A of a topological space X is said to be bounded if A is compact. 
A subset B C X is said to be cobounded if X - B is bounded. A function f 
from a space X to a space Y is said to be proper if it is continuous and if for 
every bounded set A of Y, f-I(A) is a bounded set of X (or, equivalently, for 
every cobounded set B of Y, f-l(B) is a cobounded set of X). Clearly, the 
composite of proper maps is proper, and there is a category of topological 
spaces and proper maps. There is also a category of topological pairs and 

1 See S. Eilenberg and N. E. Steenrod, "Foundations of Algebraic Topology," Princeton Univer­
sity Press, Princeton, N.J., 1952, or exercise 6.C.2 at the end of this chapter. 



320 GENERAL COHOMOLOGY THEORY AND DUALITY CHAP. 6 

proper maps, a proper map from (X,A) to (Y,B) being a proper map from X 
to Y which maps A to B. This is the category on which the Alexander coho­
mology theory with compact supports will be defined. 

Given a topological pair (X,A), let Ccq(X,A; G) be the submodule of 
Cq(X,A; G) consisting of all cp E Cq(X,A; G) such that cp is locally zero on 
some cobounded subset of X. If cp is locally zero on B, so is 8cp, and therefore 
there is a cochain complex C~(X,A; G) = {Ccq(X,A; G), 8} which is a sub­
complex of C*(X,A; G). Clearly, C~(X;G) C C~(X,A; G), and we define 

C~ (X,A; G) = C~ (X,A; G)/C~ (X;G) 

The Alexander cohomology of (X,A) with compact supports, denoted by 
B~ (X,A; G), is the cohomology module of C~ (X,A; G). If f: (X,A) ---7 (Y,B) 
is a proper map, f# maps C~(Y,B; G) to C~(X,A; G) and induces a 
homomorphism 

f*: B~ (Y,B; G) ---7 B~ (X,A; G) 

The Alexander cohomology with compact supports satisfies suitable modifica­
tions of all the axioms of cohomology theory. 

The homotopy axiom holds for proper homotopies, a proper homotopy 
being a proper map (X,A) X 1---7 (Y,B). In general, an inclusion map 
(X',A') C (X,A) is not a proper map. It is a proper map, however, if X' is 
closed in X. Because of this, the coboundary homomorphism 

8*: Bcq(A;G) ---7 Bcq+1(X,A; G) 

is defined only when A is a closed subset of X. When A is a closed subset of 
X, there are proper inclusion maps i: A C X and i: X C (X,A) and there is a 
short exact sequence of cochain complexes (for any coefficient module G) 

o ---7 C~ (X,A) 4 c~ (X) ~ C~ (A) ---70 

The connecting homomorphism of this short exact sequence is a natural trans­
formation from B~ (A) to B~ (X,A), of degree 1 on the category of pairs 
(X,A), with A closed in X and proper maps between such pairs. The exact­
ness axiom then holds for pairs (X,A) with A closed in X. 

The excision axiom holds for proper excisions, a proper excision map 
being an inclusion map i: (X - U, A - U) C (X,A) such that U is an open 
subset of X with (j C int A, in which case it can be shown (analogous to the 
proof of lemma 6.4.4) that 

W: C~(X,A);:::: C~(X - U, A - U) 

The dimension axiom is obviously satisfied. 
We now consider relations between the Alexander cohomology with 

compact supports and the Alexander cohomology theory previously defined. 
The following is one case in which they agree. 

9 LEMMA If A is a co bounded subset of X, then 

B~(X,A; G) = B*(X,A; G) 
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PROOF Because A is cobounded in X, 

C~(X,A) = C*(X,A) 

and so C~ (X,A) = C* (X,A). • 
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10 LEMMA Let B be a closed subset of a Hausdorff space A. Then a subset 
U of A - B is cobounded in A - B if and only if U U B is a neighborhood 
of B cobounded in A. 

PROOF If U' is a neighborhood of B in A, then the closure of A - U' in A 
equals the closure of (A - B) - (U' - B) in A - B. Hence one is compact if 
and only if the other is. Therefore the result will follow once we have verified 
that if U is a cobounded subset of A - B, then U U B is a neighborhood of 
B in A. However, if C is the compact set which equals the closure of 
(A - B) - U in A - B, then C is closed in A (because A is Hausdorff). 
Therefore A - C is an open subset of A containing B. Since (A - B) - C c U, 
it follows that (A - C) c U U B, and U U B is a neighborhood of B in A. • 

Let B be a closed subset of a normal space A. If U is a neighborhood of 
B in A which is a cobounded subset of A, then C * (A, U) C C ~ (A,B). There­
fore lim~ {C * (A, U)} = U C * (A, U) is imbedded as a subcomplex of 
C~ (A,B). By the excision property 6.4.4, 

U C*(A,U);:::; U C*(A - B, U - B) 

As U varies over cobounded neighborhoods of B in A, it follows from lemma 
lO that U - B varies over cobounded subsets of A - B. Therefore 

U C* (A - B, U - B) = C~ (A - B) 

and we have defined a functorial imbedding 

i: C~ (A - B) C C~ (A,B) 

such that i(C~(A - B)) = lim~ {C*(A,U)}, where Uvaries over cobounded 
neighborhoods of B in A. Hence i induces an isomorphism of cohomology if 
and only if 

lim~ {H*(A,U)} ;:::; H~(A,B) 

We shall now consider cases in which i induces an isomorphism of cohomology. 

I I LEMMA If A is a compact Hausdorff space and B is closed in A, for all 
q and all G there is an isomorphism 

Hcq(A - B; G) ;:::; Hq(A,B; G) 

PROOF By lemma 9 and the above remarks, it suffices to prove that as 
U varies over neighborhoods of B in A (any such neighborhood being 
cobounded because A is compact), there is an isomorphism 

lim~ {Hq(A, U; G)} ;:::; Hq(A,B; G) 
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Since A is paracompact, this is a consequence of the tautness property 3 of 
Alexander cohomology. • 

This result allows the following interpretation of the cohomology with 
compact supports of a locally compact space. 

12 COROLLARY If X is a locally compact Hausdorff space and X+ is the 
one-point compactification of X, there is an isomorphism 

iicq(X;G) ::::::: Hq(X+;G) 

~ROOF By lemma 11, iicq(X;G)::::::: iiq(x+, X+ - X; G) and because 
H* (X+ - X; G) = 0, there is an isomorphism 

iiq(x+, X+ - X; G) ::::::: Hq(x+;G) • 

13 EXAMPLE It follows from corollary 12 that 

q-=l=n 
q=n 

because (Rn)+ is homeomorphic to Sn. Hence, if n -=1= m, Rn and Rm are not of 
the same proper homotopy type. 

14 EXAMPLE Regarding Rl as a linear subspace of R2, then 

q-=l=2 
q=2 

15 THEOREM Let B be a closed subset of a locally compact Hausdorff space 
A. For all q and all G there is an isomorphism 

lim~ {iiq(A, U; G)} ::::::: iicq(A,B; G) 

where U varies over cobounded neighborhoods of B in A. 

PROOF If A is compact, this follows from lemmas 9 and 11. If A is not com­
pact, let A + be the one-point compactification of A. Set p+ = A + - A and 
B+ = B U p+ c A +. Then B+ is closed in the compact space A +. There is a 
commutative diagram of chain maps 

C~(A-B)~ C~(A) 

~ ~ 

~ C~(B) 

~ 
o ~ C*(A+,B+) ~ C*(A+,p+) ~ C*(B+,p+) ~ 0 

and, by corollary 12 and lemma 11, each vertical map induces an isomorphism 
on cohomology. Since the bottom row is exact and C~ (A - B) C C~ (A), it 
follows that C~ (A)/C~ (A - B) ~ C~ (B) induces isomorphisms of coho­
mology. Since there is a short exact sequence of cochain complexes 

o ~ C~(A,B)/C~(A - B) ~ C;C(A)/Cc*(A - B) ~ Gc*(B) ~ 0 

it follows that C~(A,B)/C~(A - B) has trivial cohomology. Therefore 
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if ~ (A - B) ;:::; if ~ (A,B), and this is equivalent to the statement of the 
theorem. • 

The last result is a form of tautness for Alexander cohomology with 
compact supports. This and the five lemma easily imply the next result. 

16 THEOREM Let (A,B) be a pair of closed subsets of a locally compact 
Hausdorff space X. For all q and all G there is an isomorphism 

lim~ {ifq( U,v; G)} ;:::; ifcq(A,B; G) 

where (U, V) varies over neighborhoods of (A,B) in X, both U and V being 
cobounded subsets of X. • 

In a similar fashion, we may consider the singular cohomology with 
compact supports. A singular cochain c* E Hom (Llq(X)j Llq(A),G) is said to 
have compact support if there is some cobounded set U C X such that 
for every x E U there is a neighborhood Vof x such that c*(O') = 0 for every 
singular q-simplex 0' in V. The singular cochains with compact support form a 
subcomplex of the singular cochain complex, whose cohomology module is de­
noted by Ht (X, A; G). 

7 PRESHEAVES 

In this section the Cech construction will be introduced. Because of the 
ultimate applications, we define the Cech cohomology of a space not merely 
for coefficients in a module, but, more generally, for coefficient modules 
which may vary from one point of X to another. This leads to the concepts of 
presheaf and sheaf. We shall introduce these and give the definition of 
the Cech cohomology of a space with coefficients in a presheaf. Applications 
will be given in the next two sections. 

A presheaf f of R modules on a topological space X is a contravariant 
functor from the category of open subsets U of X and inclusion maps U C V 
to the category of R modules such that f( 0) = O. Thus f assigns to every 
open subset U C X an R module f(U) and to every inclusion map U C Va 
homomorphism Puv: f(V) -'> f( U), called the restriction map, such that 

Puu = If(U} 

Puw = Puv 0 pvw: f(W) -'> f(U) UC Vc w 
Given y E f(V) and U C V, we use y I U to denote the image puv(y) E f(U). 

In a similar manner, we define presheaves on X with values in any cate­
gory. We are interested primarily in the case of a presheaf of modules or of 
cochain complexes. Following are some examples. 

I Given an R module G, the constant presheaf G on X assigns to every 
nonemptyopen U C X, the module G (and to 0 the trivial module). 

2 Given a subset A C X, the relative Alexander presheaf of (X,A) with 
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coefficients G, denoted by C * ( ., . n A; G), assigns to an open U C X the 
co chain complex C* (U, UnA; G). 

3 The relative singular presheaf of (X,A) with coefficients G, denoted by 
Ll * ( ., . n A; G), assigns to an open U C X the cochain complex 
a *( U, unA; G) equal to the subcomplex of Hom (a*( U), G) of cochains 
locally zero on UnA (i.e. cochains that are zero on Ll * (qL) for some open 
covering GIL of UnA). 

Given two presheaves f and f' on X taking values in the same category, 
a homomorphism lX: f _ f' is defined to be a natural transformation from 
f to f'. It is then clear that there is a category of presheaves on X with values 
in any fixed category and homomorphisms between them. In particular, there 
is a category of presheaves of modules and a category of pres heaves of 
cochain complexes. If lX: f _ f' is a homomorphism of presheaves of 
modules (or cochain complexes), it is clear how to define ker lX, im lX, and 
coker lX so as to be presheaves of modules (or cochain complexes) on X. 
Therefore it is meaningful to consider exact sequences of presheaves of 
modules (or cochain complexes) on X. 

If f and f' are presheaves of modules (or cochain complexes) on X, their 
tensor product f ® f' is the presheaf of modules (or cochain complexes) on X 
such that for open U C X 

(f ® f/)(U) = f(U) ® f/(U) 

Consider two examples. 

4 There is a homomorphism 

7: C* ( ., . n A; G) _ Ll * ( ., • n A; G) 

such that if cp E Cq( u, UnA; G) and a: Llq _ U, then 7(cp)(a) = 
cp(a(po), ... ,a(pq)), where po, ... , pq are the vertices of M. 

:; There is a homomorphism 

7: C*(·, • n A; R) ® G_ C*(·, . n A; G) 

such that if cp E Cq( u, UnA; R) and g E G, then 

7(cp ® g)(xo, ... ,Xq) = cp(xo, ... ,Xq)g 

Similar to the concept of presheaf on X with values in a category is the 
concept of sheaf on X with values in a category. We are interested only in 
sheaves of modules, and for this case the following formulation will do. 

Let f be a presheaf of modules on X. If GIL. = {U} is a collection of open 
subsets of X, a compatible qlJamily of f is an indexed family {yu E f( U)} U€"ll 

such that 

Yu I U n u' = YU' I U n u' U, U' E GIL 

The presheaf f is said to be a sheaf if both the following conditions hold: 
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(a) Given a collection ''It of open subsets of X with V = U Udl U and 
given y E f(V) such that y I U = 0 for all U E 01, then"y = O. 
(b) Given a collection ''It of open subsets of X with V = U UE"l1 U and 
given a compatible 0l family {YU}UE"lb there is an element y E f(V) 
such that y I U = Yu for all U E 0l. 

It follows from (a) that the element y in (b) is unique. 
We now associate to every presheaf f of modules another presheaf f, 

called its completion, whose elements are compatible families of f. Given a 
collection of open sets 0l = {U}, let f(0l) be the module of compatible 
0l families of f. If 'Y is another collection of open sets which refines 01, there 
is a homomorp-hism f(0l) ---7 f('Y) which assigns to a compatible 0l family 
{yu} the compatible '\'family {yv} such that if V E 'Yis contained in U E ''11, 
then Yv = Yu I V (yv is uniquely defined by this condition because of the com­
patibility of {Yu}). As 'Yl varies over the family of open coverings of a fixed 
open set W C X, the collection {f(0l)} is a direct system of modules, and we 
define 

f(W) = lim~ {f(0t)} 

If W' C Wand 0t is an open covering of W, then 0l' = {U n W' I U E 0l} 
is an open covering of W' which refines 0l. Hence there is a homomorphism 
f(0l) ---7 f(0l') which defines (by passage to the limit) a homomorphism 
f(W) ~ f(W'). A trivial verification shows that f is a presheaf [if GIL = {0}, 
then trivially f(GIl) = 0, and so f( 0) = 0]. There is a natural homomor­
phism a: f ---7 f such that a assigns to y E f(V) the element of f(V) 
represented by the compatible 'Y family {y}, where 'Y consists solely of V. The 
presheaf f is called the completion of f. It depends only on the values f( U) 
for small open sets U C X. 

6 LEMMA A presheaf f is a sheaf if and only if 

a: f ;::::; f 

PROOF In fact, condition (a) above is satisfied if and only if a is a monomor­
phism. If condition (b) is satisfied, a is an epimorphism. If a is an isomorphism, 
then (b) is satisfied. • 

7 EXAMPLE The constant presheaf G defined by a module G is not gen-
erally a sheaf [if U is a disconnected open set, G(U) ;j:: 6(U)). 

8 EXAMPLE If C * is the relative Alexander presheaf of (X,A) (with some 
coefficient module G), the kernel of a: C* ---7 C* is C~ (the locally 
zero functions). To show that a satisfies condition (b) (and hence induces an 
isomorphism C* ;::::; C*), let q/ E cq(V, V n A) and assume q/ represented by 
a compatible 0t family {<PU}UE'Il, where GIL is an open covering of V. Then 
<Pu: Uq+l ---7 G for U E GIl is locally zero on UnA and 

<pul (U n U')q+1 = <PU' I (U n U' )q+l U, U' E 01 
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Therefore there is a function cp: Vq+1 ~ e such that cp I Uq+l = cpu for U E "II 
and cp(xo, . . . ,xq) = 0 if Xo, . . . , Xq do not all lie in some element of L1l. 
Then cp is locally zero on A, whence cp E Cq(V, V n A) and a(cp) = cp'. 

This example shows that, in general, H * (C *) =1= H * (C *), so it is not 
generally true that a presheaf of cochain complexes and its completion have 
isomorphic cohomology. 

9 EXAMPLE If /1 * is the relative singular presheaf of (X,A) (with some 
coefficient module e), the kernel of a: /1 * ~ Li * is the subcomplex of 
locally zero cochains [that is, c* E Hom (/1q(V),e) is in the kernel of a if and 
only if there is some open covering "II of V such that c* is zero on 
/1 q(G)l) C /1q(V)]. Also a satisfies condition (b) (as can be shown by an argu­
ment similar to that of example 8). If G).L is an open covering of X, it is clear 
that /1 * ("11) = U Hom (/1 * ("11)//1* ("1['), e) where the union is over all open 
coverings ql' of A that refine "11 n A. As "It and "It' vary over open coverings, 
respectively, of X and A such that "II' refines "It n A, there is an inverse 
system of chain complexes {/1 * (G)L) 1/1* (L1I')} and a direct system of cochain 
complexes 

Therefore there is an isomorphism 

lim .... {Hom (Il*( ~ ) !Il*( ~ '), e)l = J. *(. ,. n A; e)(X) 

It follows from theorem 4.4.14 that 

induces isomorphisms of the cohomology modules. Therefore a induces an 
isomorphism 

H* (/1 * ( ., . n A; e)(X)) ;:::; H* (Li * ( ., . n A; e)(X)) 

I 0 EXAMPLE Let ~ be an n-sphere bundle with base space B and let R be 
fixed. A presheaf r on B is defined by f(V) = Hn+l(p€-l(V), P€-l(V) n E€; R) 
for an open V C B. r is called the orientation presheaf of ~ over R. It can be 
verified that if B is connected, ~ is orientable over R if and only if f(B) =1= O. 

II EXAMPLE Let X be an n-manifold with boundary j( and let R be fixed. 
Define a pre sheaf r on X - X such that f(V) = Hn(X, X - V; R) for open 
V C X - X. r is called the fundamental presheaf of X over R. It can 
be verified (using lemma 6.3.2) that f(X) ;:::; HnC(X,X; R). By theorem 6.3.5, it 
follows that if X is connected, it is orientable over R if and only if f(X) =1= O. 

There are cohomology modules of X with coefficients in sheaves, 1 and 
cohomology modules with coefficients in presheaves. For paracompact spaces 

1 See R. Godement, "Theorie des fllisceaux," Hennann et Cie, Paris, 1958. 
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these theories are equivalent. We now define the Cech cohomology with 
coefficients in a presheaf of modules. 

Let f be a presheaf of modules on a space X and let "11 be an open cov­
ering of X. For q ;::: 0 define Cq("I1;f) to be the module of functions 1f; which 
assign to an ordered (q + I)-tuple Uo, U1, ... , Uq of elements of "11 an ele­
ment 1f;( Uo, ... , Uq) E f( Uo n ... n Uq). A coboundary operator 

0: Cq("Il;f) ~ Cq+l("Il;f) 

is defined by 

(o1f;)(Uo, .. ,Uq+1) 

= ~ (-I)i1f;(UO, ... ,(li, ... , Uq+1) I (Uo n ... n Uq+l) 
O"i<:q+l 

Then 00 = 0 and C*("I1;f) = {Cq("IL;f),o} is a cochain complex. Its cohomol­
ogy module is denoted by H* ("I1;f). 

12 EXAMPLE It is an immediate consequence of the definition that 
HO("IL;f) = [(Gil) (the module of compatible GiL families). 

Let 'Y be a refinement of 0(1 and let A: 'I;' ~ "2l be a function such that 
V C A(V) for all V E 'Y There is a cochain map A*: C* (Gi1;f) ~ C* ('Y;f) 
defined by 

(A* 1f;)(Vo, ... , Vq) = 1f;(A(VO), ... ,A(Vq)) I (Vo n ... n Vq) 

If W 'Y ~ "11 is another function such that V C ,u(V) for all V E '\ a cochain 
homotopy D: Cq(0(l;f) ~ Cq-l('\;f) from A * to ,u * is defined by 

(D1f)(Vo, ... ,vq-l) 

= .~ (-I)j1f;(A(Vo), ... ,A(Vj), ,u(Vj), ... ,,u(Vq- 1)) I (Vo n ... n Vq_1 ) 
O<:J"q-l 

It follows that there is a well defined homomorphism 

A* : H* (GiL; f) ~ H* ('Y;f) 

such that A* {rp} = {A* rp} that is independent of the particular choice of A. 
As "11 varies over open coverings of X, the collection {H*(Ulj;f)} is a direct 
system, and the Cech cohomology of X with coefficients f is defined by 

H*(X;f) = lim~ {H*(0(I;f)} 

13 EXAMPLE For any presheaf f, iIO(X;f) = f(X). 

14 EXAMPLE The Cech cohomology of X with coefficients G, denoted by 
H * (X;G), is- defined to be the cohomology of X with coefficients the constant 
presheaf G. 

We now establish some basic properties of the cohomology with coeffi­
cients in a presheaf. 



328 GENERAL COHOMOLOGY THEORY AND DUALITY CHAP. 6 

15 THEOREM There is a covariant functor from the category of short exact 
sequences of pres heaves on X to the category of exact sequences which 
assigns to a short exact sequence 0 ~ r' ~ r ~ r" ~ 0 of presheaves on X 
an exact sequence 

... ~ Hq(X;r') ~ Hq(X;f) ~ Hq(X;r") ~ Hq+1(X;f') ~ ... 

PROOF For any open covering "Il there is a short exact sequence of co chain 
complexes 

o ~ C*(cYl;r') ~ C*(cYl;f) ~ C*(cYl;r") ~ 0 

This yields an exact cohomology sequence, and the result follows from this on 
passing to the direct limit. -

Given a short exact sequence of modules 

o ~ G' ~ G ~ G" ~ 0 

the corresponding constant presheaves on X constitute a short exact sequence 
of presheaves. The corresponding exact cohomology sequence of Cech coho­
mology modules given by theorem 15 is an analogue for Cech theory of the 
exact sequence of theorem 5.4.1I. 

Given a presheaf r on X and given a subspace A C X, define a presheaf 
r A on X by 

Also define a presheaf r A on X by 

rA(U) = {~(U) 

UnA=;F0 
unA = 0 

UnA = 0 
UnA=;F0 

Then rA is a sub-pre sheaf of r, and there is a short exact sequence of presheaves 

o~rA~r~rA~O 

The corresponding exact cohomology sequence given by theorem 15 is an 
exact Cech cohomology sequence of the pair (X,A) with coefficients r when 
we define ih(A;f) = Hq(X,r A) and Hq(X,A; f) = Hq(X;rA). Thus the exact 
sequence of theorem 15 gives rise to exact sequences corresponding to a 
change of coefficients or to a change of space. 

A presheaf r of modules on X is said to be locally zero if, given y E f(V), 
there is an open covering "Il of V such that y I U = 0 for all U E qt. This is so 
if and only if the completion t of r is the zero presheaf and is equivalent to 
the condition that for all x E X, lim~ {f( U)} = 0 as U varies over open 
neighborhoods of x. 

16 THEOREM If X is a paracompact Hausdorff space and r is a locally zero 
presheaf on X, then H* (X;f) = O. 

PROOF Let ql be a locally finite open covering of X and cp a q-cochain of 
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C*( %';r). Let Ybe a locally finite open star refinement of Ok. For x E X, because 
r is locally zero, there is an open neighborhood Vx contained in some element 
of Y such that x E Uo n ... n Uq with 00, . . . , Uq E %' implies that Vx C 

Uo n ... n Uq and cp(Oo, ... , Uq ) I Vx = 0 (only a finite number of conditions 
because %' is locally finite). Let r = {Vx}XEX and define t..: r --+ %' so that for 
each x E X there is Wx E Y with Vx C Wx C W: C t.. (Vx). Then if Vxo n ... 
n VXq ¥ 0, Vxo C WXj for eachjso that Vxo C t.. (VXj ) for eachj: Therefore, cf>(t..(Vxo )' 
... ,t.. (Vxq)) I Vxo = 0, so t..*cf> = 0 in C*(Y; r). Therefore, Hq(X; r) = 0 for all q. 

A homomorphism a: f -7 f' between presheaves on X is called a local 
isomorphism if ker a and coker a are both locally zero. This is equivalent to 
the condition that for all x E X, a induces an isomorphism 

lim~ {f(V)} ;::::; lim~ {f'(V)} 

where V varies over open neighborhoods of x. There are short exact sequences 
of presheaves 

o -7 ker a -7 f ~ im a -7 0 

o -7 im a 4 f' -7 coker a -7 0 

with a = alia'. Combining theorems 15 and 16, we obtain the following result. 

17 COROLLARY If a: f -7 f' is a local isomorphism of pres heaves on a 
paracompact Hausdorff space X, then 

a.: H*(X;r) "'" H*(X;r') • 

18 COROLLARY If X is a paracompact Hausdorff space, the natural homomor­
phism a: f -7 t induces isomorphisms 

a* : I!* (X;f) ;::::; I!* (X;f) 

PROOF It suffices to prove that a: f -7 t is a local isomorphism. Let 
y E (ker a)(V). Then y E f(V), and there is an open covering Gllof V such that 
y I V = 0 for all V E GU. Hence ker a is locally zero. 

If y' E (coker a)(V), there is an open covering Gll of V and a compatible 
Gllfamily {Yu} which represents y'. For each V E GIl, y'l Vis represented by 
Yu E a(f(V)). Therefore y' I V = 0, and coker a is locally zero. • 

8 FINE PRESHEAVES 

In this section we shall introduce the concept of fine presheaf and show that 
the positive dimensional cohomology of a paracompact space with coefficients 
in a fine presheaf is zero. This leads to uniqueness theorems for cohomology 
of co chain complexes of fine presheaves on a paracompact space, which we 
apply to compare the Alexander and Cech cohomology. Further applications 
will be given in the next section. 
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A presheaf r on X is said to be fine if, given any locally finite open 
covering 6)l of X, there exists an indexed family {eu} u E qj of endomorphisms of 
r such that (for every open set Y in X) 

(a) For y E f(V), eu(y) I (V - 0) = O. 
(b) If V meets only finitely many elements of {O}, then for y E f(V), 
y = ~UE'It eu(y). 

Note that the sum in condition (b) is finite because, by (a), eu(y) = 0 if 
On V = 0. 

I EXAMPLE The relative Alexander pre sheaf of (X,A) of degree q with 
coefficients G is fine. In fact, if GLl is a locally finite open covering of X, for 
each x E X choose an element Ux E 6)l containing x and for cp E O( V, V n A; G) 
define eucp E Cq(V, V n A; G) by 

( )( ) {CP(xo, ... ,Xq) 
eucp xo, . . . ,Xq = 0 

If V' c V, there is a commutative square 

Cq(V,v n A; G) ~ Cq(V, V n A; G) 

1 1 
Cq(V', v' n A; G) ~ Cq(V', V' n A; G) 

showing that eu is an endomorphism of Cq. If 

(xo, ... , Xq) E (yq+1_ Oq+l) C (yq+l - U q+1), 

then Uxo i=- U and (eucp)(xo, ... ,Xq) = O. Hence eucp I V - 0 = 0, and con­
dition (a) is satisfied. To show that (b) is also satisfied, observe that, given 
xo, ... , xq, there is a unique U, namely Uxo ' such that (eucp)(xo, ., ,Xq) i=- O. 
Then 

(~eucp)(xo, ... ,Xq) = (euxo cp)(xo, ... ,Xq) = cp(xo, ... ,Xq) 

It should be noted that eu does not commute with the coboundary operator 
in C * (V, V n A; G). Therefore eu is not an endomorphism of the Alexander 
presheaf C * ( " . n A; G) of cochain complexes. 

2 EXAMPLE The relative singular presheaf of (X,A) of degree q with coeffi­
cients G is also fine. If G2l is a locally finite open covering of X and Ux is 
chosen so that x E Ux E "it, then 

eu: Hom (Llq(V)/Llq(V n A), G) ~ Hom (Llq(V)/Llq(V n A), G) 

is defined by 

(eue*)(a) = {~*(a) U = Ua(po) 

U i=- Ua(Po) 

Then the family {eu} UE 'It satisfies conditions (a) and (b) of the definition of fine-



SEc.8 FINE PRESHEAVES 331 

ness [but eu is not an endomorphism of t::.* ( " • n A; G) so t::.* ( " • n A; G) 
has not been shown to be a fine presheaf of co chain complexes]. 

Given a pre sheaf f on X and a continuous map f: X ~ Y, there is a pre­
sheaf f* f on Y defined by (f* f)(V) = f(f-l V) for an open V C Y. Clearly, 
f defines a covariant functor from the category of presheaves of any type on 
X to the category of presheaves of the same type on Y. Some of the nice 
properties of fine presheaves are made explicit in the following result. 

3 THEOREM Let f be a fine presheaf of modules on X. 

(a) For any presheaf f' of modules on X, f ® f' is fine. 
(b) Iff: X ~ Y is continuous, f* f is fine on Y. 
(c) t is a fine presheaf on X. 

PROOF For (a), observe that if "II is a locally finite open covering of X and 
{ eu} u E 'It are the corresponding endomorphisms of f, then {eu ® I} u E 'It is a 
family of endomorphisms of f ® f', showing that f ® f' is fine. 

For (b), observe that if c~l is a locally finite open covering of Y, 
then f- 1"11 = {f-l U I U E ~} is a locally finite open covering of X. If {eu} u E 'It 

is a family of endomorphisms of f corresponding to the covering f- 1"11, they 
induce endomorphisms of f* f, showing that f* f is fine. 

(c) follows easily on observing that any endomorphism of f induces an 
endomorphism of t. • 

Given an open covering "I[ of a space X, a ,shrinking of "II is an open cov­
ering T of X in one-to-one correspondence with "II such that if U E Gil. corre­
sponds to Vu E 'Y, then Vu C U. Any locally finite open covering of a normal 
Hausdorff space has shrinkings. Any shrinking of a locally finite open covering 
is clearly locally finite. 

The following theorem is the main result on fine presheaves. 

4 THEOREM If f is a fine presheaf on a paracompact Hausdorff space X, 
then j[q(X;f) = 0 for q > O. 

PROOF Let "II = {U} be a locally finite open covering of X and let 
"II' = {U'} be a shrinking of "It. Let {eu} u E 'It be fineness endomorphisms of f 
corresponding to the covering "II' (but indexed by the covering "11). Let 
'I -= {V} be an open refinement of "II covering X such that each V E 'V 
meets only a finite number of elements of "II and for any U E 01 either V C U 
or V C X - (j'. Let ,\: T ~ "II be a function such that V C '\(V) for 
all V E 'I: 

Since each eu is an endomorphism of f, eu induces a co chain map, 
denoted by eu: C * ("Il;f) ~ C * (c~l;f) such that for 1[; E Cq("Il;f) and 
Uo, ... , Uq E C~l 

(eul/;)(Uo, ... ,Uq) = eu(1[;(Uo, ... ,Uq)) 

Then eu acts similarly as a cochain map on C* ('IT) and commutes with the 
cochain map ,\*: C*("il;f) ~ C*('\f). 

Let q > 0 and 1[; E Cq("II;f) be a cocycle. Define 1[;u E Cq('Y; f) by 
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t/;u = eu(A* t/;). Then t/;u is a cocycle for each U E 611, and if Yo, ... , Vq E 'Y, 
then t/;U(Vo, ... , Vq) = 0, except for a finite number of U E UL1. Therefore 
~ t/;u exists, and ~ t/;u = A* t/;. 

Define t/;u E Cq-I('Y;f) by 

l/;'u(Vo, ... ,va-I) 
= {eou(\jJ(u,A(Vo), ... ,A(Vq- 1)) I (Vo n ... n Vq - 1)) Vo n ... n Vq - 1 C U 

Vo n ... n Vq- 1 C X - 0' 

Then ot/;'u = t/;u for all U, and because ~ t/;u can be formed [for given 
Yo, ... , Vq_l , t/;f:r(Vo, ,vq-I) = 0, except for a finite number of U E ql], 
we see that 

A*t/; = ~ t/;u = o(~ t/;'u) 

Therefore A*t/; is a coboundary, and fIq(X;f) = O. • 

Our next results are technical lemmas about cochain complexes of 
presheaves. If f * is a cochain complex of presheaves of modules on X, we 
use Zq and Bq+1 to denote the kernel and image, respectively, of 0: fq ~ fq+1 
and Hq to denote Zq/Bq, all of these being presheaves of modules on X. (Note 
that a fine presheaf of cochain complexes is a cochain complex of fine pre­
sheaves, but the converse is not generally true.) 

5 LEMMA Let f * be a cochain complex of presheaves of modules on X. 
For every q there is an exact sequence, functorial in f * , 

o ~ ker (fIO(X;Bq) ~ fII(X;Zq-I)) ~ fIo(X;zq) ~ Hq(f * (X)) ~ 0 

PROOF By example 6.7.13, rq(X) = iIO(X;fq). From the short exact sequence 
of presheaves 

there follows, by theorem 6.7.15, an exact sequence 

o ~ fIo(X;zq) ~ fIO(X;fq) ~ fIO(X;Bq+1) ~ fII(X;Zq) 

Because Bq+l C f q +1, it follows from a similar exactness property that 
fIO(X;Bq+l) C fIO(X;fq +1). Combining these, we see that 

fIo(X;zq) ::::::: ker [fIO(X;fq) ~ fIO(X;Bq+1)] 
::::::: ker [fIO(X;fq) ~ fIO(X;fq+1)] 

and also that 

im [fIO(X;fq) ~ fIO(X;f q+1)] ::::::: ker [fIO(X;Bq+l) ~ Hl(X;Zq)] 

Since 

Hq(r* (X)) = ker [HO(X;fq) ~ HO(X;fq+1))/im [HO(X;fq- 1) ~ HO(X;fq)] 

the result follows. • 
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6 COROLLARY Let f * be a cochain complex of pres heaves of modules on 
a paracompact Hausdorff space X. For any q there is a short exact sequence, 
functorial in f * , 

0----,> im [HO(X;Bq) ----'> Hl(X;Zq-l)] ----'> Hq([*(X))----,> 
ker [HO(X;Hq) ----'> Hl(X;Bq)] ----'> 0 

If [q-l is fine, this becomes 

0----,> Hl(X;Zq-l) ----'> Hq([ * (X)) ----'> ker [HO(X;Hq) ----'> Hl(X;Bq)] ----'> 0 

PROOF From the short exact sequence of presheaves 

o ----'> Bq ----'> Zq ----'> Hq ----'> 0 

it follows, by theorem 6.7.15, that there is an isomorphism 

HO(X;Zq)/HO(X;Bq) ;::::: ker [HO(X;Hq) ----'> Hl(X;Bq)] 

From lemma 5, there is an isomorphism 

HO(X;Zq)/ker [HO(X;Bq) ----'> Hl(X;Zq-l)];::::: Hq([*(X)) 

It follows that Hq([ * (X)) maps epimorphically to ker [HO(X;Hq) ----'> Hl(X;Bq)] 
with kernel isomorphic to 

HO(X;Bq)/ker [HO(X;Bq) ----'> Hl(X;Zq-l)] ;::::: im [HO(X;Bq) ----'> Hl(X;Zq-l)] 

This gives the first short exact sequence. For the second, there is a short exact 
sequence of presheaves 

and if fq-l is fine, it follows from theorems 6.7.15 and 4 that 

im [HO(X;Bq) ----'> Hl(X;Zq-l)] = Hl(X;Zq-l) • 

7 THEOREM Let f * be a nonnegative cochain complex of fine pres heaves 
of modules on a paracompact Hausdorff space X. Assume that for some 
integers 0 :c::: m < n, Hq(f *) is locally zero for q < m and m < q < n. Then 
there are functorial isomorphisms 

and a functorial monomorphism 

Hn-m(X;Hm(f*)) ----'> Hn(f*(X)) 

PROOF For each q there is a short exact sequence of presheaves 

o ----'> Zq ----'> fq ----'> Bq+l ----'> 0 

Because fq is fine, it follows from theorems 6.7.15 and 4 that 

(a) p '2 1 
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For each q there is also a short exact sequence of presheaves 

o ~ Bq ~ Zq ~ Hq ~ 0 

Because Hq is locally zero for q < m and m < q < n, it follows from 
theorems 6.7.15 and 6.7.16 that 

(b) q < m or m < q < n, all p 

Since BO is the zero presheaf, it follows by induction on q from equations 
(b) and (a) that for q < m 

(c) p ?:. 1 

From this and corollary 6, it follows that Hi(f' * (X)) = 0 for i < m. Hence 
the theorem holds for q < m (both modules being trivial). For q = m we 
have [by corollary 6 and equation (c)] 

Hm(I'* (X)) ::::::; HO(X;Hm) 

and the theorem holds in this case too. 
To obtain the result for m < q ~ n, note that, by equation (c), 

HP(X;Bm) = 0, if P ?:. 1. From the short exact sequence of presheaves 

o ~ Bm ~ Zm ~ Hm ~ 0 

it follows that 

HP(x;zm) ::::::; HP(X;Hm) p ?:. 1 

For m < i < n it follows from corollary 6 that 

Hl(X;Zi-l) ::::::; Hi(I' * (X)) 

and for i = n there is a monomorphism 

Hl(x;zn-l) ~ Hn(I' * (X)) 

Using equations (b) and (a), we see that for m < i ~ n 

Hl(X;Zi-l) ::::::; Hl(X;Bi-l) ::::::; H2(X;Zi-2) ::::::; ... ::::::; Hi-m(x;zm) ::::::; Hi-m(X;Hm) 

and this gives the result for m < q ~ n. • 

This last result has as an immediate consequence the following isomor­
phism between the Cech and Alexander cohomologies with coefficients G. 

8 COROLLARY For any paracompact Hausdorff space and module G there 
is a functorial isomorphism 

H*(X;G)::::::; H*(X;G) 

of the Cech and Alexander cohomology modules. 

PROOF Let C * be the Alexander presheaf of X with coefficients G. Since Cq 
is fine for all q (by example 1), this is a nonnegative cochain complex of fine 
sheaves. Furthermore, for any nonempty U, by lemma 6.4.1, 
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Therefore Hq( C *) is locally zero for q > 0 and HO( C *) is isomorphic to the 
constant pre sheaf G. The hypotheses of theorem 7 are satisfied with m = 0 
and any n, and there is a functorial isomorphism 

fIq(X;G) ;:::; Hq(C*) 

for all q. As pointed out in example 6.7.8, there is a canonical isomorphism 
C* ;:::; C*, and so j{q(X;G) ;:::; Hq(C*). Combining these isomorphisms yields 
the result. -

The last result is also true without the assumption of paracompactness 
(see exercise 6.D.3). The next result is the main uniqueness theorem of the 
cohomology of presheaves. 

9 THEOREM Let X be a paracompact Hausdorff space and let T: f * ~ f' * 
be a cochain map between nonnegative cochain complexes of fine pres heaves 
of modules on X. Assume that for some n ?: 0, T *: Hq(f *) ~ Hq(f' *) is a 
local isomorphism for q < n and a local monomorphism for q = n. Then the 
induced map 

f*: Hq(t * (X)) ~ Hq(t' * (X)) 

is an isomorphism for q < n and a monomorphism for q = n. 

PROOF Let f ~ be the mapping cone of T (defined for cochain complexes analo­
gous to the definition in Sec. 4.2 for chain complexes). Then f T q = fq+l EEl f'q, 
and for "1 E rq+l(U) and "1' E r'q(U), 8("1,"1') = (- 8("1), T('Y) + 8("1')). r1 is 
a nonnegative cochain complex of fine presheaves on X, and for any open 
U C X there is an exact sequence 

... ~ Hq(f'*(U)) ~ Hq(f~(U)) ~ Hq+1(f*(U)) ~ Hq+1(f'*(U)) ~ ... 

Taking the direct limit as U varies over open neighborhoods of x E X, we see 
that T *: Hq(f *) ~ Hq(f' *) is a local isomorphism for q < n and a local 
monomorphism for q = n if and only if Hq(f~) is locally zero for q < n. By 
theorem 7, it follows that Hq(t ~ (X)) = 0 for q < n (if n = 0 this is trivially 
true, and if n > 0 it follows from theorem 7 with m = 0). 

It is obvious that t ~ is the mapping cone f ~ of the induced map 
f: f' * ~ f" * between the completions. Therefore 

... ~ Hq(f" * (X)) ~ Hq(f'~(X)) ~ Hq+l(f' * (X)) ~ Hq+1(t' * (X)) ~ ... 

Since Hq(t ~ (X)) was shown to be zero for q < n in the first paragraph above, 
the result follows from the exactness of this sequence. -

For compact spaces there is the following universal-coefficient formula 
for tech cohomology. 

10 THEOREM Let X be a compact Hausdorff space. On the product category 
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of pres heaves r on X consisting of torsion free R modules and the category of 
R modules G there is a functorial short exact sequence 

o ----,) fIq(X;f) C8l G ----,) fIq(X; r C8l G) ----,) fIq+1(x;r) * G ----,) 0 

PROOF Let G(l be a finite open covering of X. The cochain map 

7: C* (ql;r) C8l G ----,) C* (GLl; r C8l G) 

defined by 7(l/; C8l g)(Uo, ... ,Uq) = l/;(Uo, ... ,Uq ) ® g is an isomorphism 
(this is a consequence of the finiteness of G(l analogous to lemma 5.5.6). From 
the universal-coefficient formula for cochain complexes (theorem 5.4.1), there 
is a functorial short exact sequence 

0----') Hq(G(l;r) C8l G ----,) Hq(G(l; r ® G) ----,) Hq+l(ql;f) * G ----,) 0 

The result follows by taking direct limits over the cofinal family of finite open 
coverings of X (because the tensor product and the torsion product both 
commute with direct limits). -

From corollary 8, this gives a universal-coefficient formula for Alexander 
cohomology of compact spaces. The following theorem generalizes this result 
to compact pairs and includes the statement that the short exact sequence in 
question is split. 

II THEOREM On the product category of pairs (X,A), where A is a closed 
subset of a compact Hausdorff space X, and the category of R modules G, there 
is a functorial short exact sequence 

o ----,) fIq(X,A; R) ® G ----,) fIq(X,A; G) ----,) fIq+l(X,A; R) * G ----,) 0 

and this sequence is split. 

PROOF Let 7: C* ( " . n A; R) ® G ----,) C* ( " . n A; G) be the homo­
morphism of presheaves defined as in example 6.7.5 [that is, 7(cp C8l g) 
(xo, . . . ,xq) = cp(xo, ... ,xq)g]. Both C* (., . n A; R) C8l G and 
C* (', . n A; G) are nonnegative co chain complexes of fine presheaves. 
First we prove that 

7*: H*(C*(',' n A; R) C8l G) ----,) H*(C*(',' n A; G)) 

is a local isomorphism. If U eX - A, C*(U, UnA; R) = C*(U;R), and 
C * (U, UnA; G) = C * (U; G), it follows from lemma 6.4.1 and theorem 5.4.1 
that 

7*: H*(C*(U, un A; R) Q9 G) = H*(C*(U, un A; G)) 

Since A is closed in X, for any x E X - A, 7* is an isomorphism of 
lim~ {H*(C*(U, unA; R) ® G)} onto lim~ {H*(C*(U, UnA; G))}, 
both limits as U varies over open neighborhoods of x in X. 

For any U intersecting A there is a commutative diagram with exact 
rows 
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o ~ C*(U, UnA; R) ® G~ C*(U;R) ® G~ C*(U n A; R) ® G~ 0 

J 
o ~ C * (U, unA; G) 

J 
~ C*(U;G) 

J 
~ C*(U n A; G) ~O 

By lemma 6.4.1, the middle co chain complexes have trivial reduced modules. 
Therefore there is a commutative square 

fjq(G* (U n A; R) ® G) ~ Hq+l(C* (U, UnA; R) ® G) 

J J 
fjq(G* (U n A; G)) ~ Hq+1(C* (U, unA; G)) 

To complete the proof that 'T * is a local isomorphism, therefore, we need only 
prove that for x E A 

lim~ {fjq(G*(U n A; R) ® G)} ::::: lim~ {fjq(G*(U n A; G))} 

as U varies over neighborhoods of x in X. This is equivalent to the condition 
that 

fjq(lim~ {G*(U n A; R)}) ® G::::: fjq(lim~ {G*(U n A; G)}) 

where UnA varies over neighborhoods of x in A. This is trivially true 
because both sides are zero for all q (this follows from the tautness property 
of x in the paracompact space A but can be proved without assuming the 
paracompactness of A, because anyone-point subspace is taut in any space 
with respect to Alexander cohomology). 

We have verified that 'T satisfies the hypotheses of theorem 9 for all n. 
Therefore 'T induces an isomorphism 

f*: H*([G*(" • n A; R) ® G](X))::::: H*(G*(" • n A; G)(X)) 

By example 6.7.8, the right-hand side is isomorphic to H* (G * (X,A; G)). By 
example 6.7.13, the left hand side is the qth cohomology module of 
fIo(X; C * ( " . n A; R) ® G). By theorem 10 and the fineness of 
C*(', . n A; R) ® G, this is isomorphic to 

fIo(X;c*(" • :l A; R)) ® G::::: (G*(" • n A; R)(X)) ® G 
;::- C*(X,A; R) ® G 

It follows that the map 

f: C*(X,A; R) ® G ~ C*(X,A; G) 

induced by 'T induces an isomorphism of cohomology. The result now follows 
from the universal-coefficient formula for cochain complexes (theorem 5.4.1). • 

This implies the following universal-coefficient formula for Alexander 
cohomology with compact supports. 
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12 COROLLARY On the product category of pairs (X,A), where A is a closed 
subset of a locally compact Hausdorff space X, and the category of R modules 
G, there is a functorial short exact sequence 

o ~ Hcq(X,A; R) ® G ~ Hcq(X,A; G) ~ Hcq+l(X,A; R) * G ~ 0 

and this sequence is split. 

PROOF Let N be a closed cobounded neighborhood of A in X. There is 
a commutative square of cochain maps 

C* (X,N; R) ® G 

l 

C*(X,N; G) 

l 
C*(X - N, X - N n N; R) ® G ~ C*(X - N, X - N n N; G) 

in which, by theorem 6.6.5, each vertical map induces an isomorphism of 
cohomology. By theorem 11, the bottom horizontal map induces an isomor­
phism of cohomology. Therefore the top horizontal map also induces an iso­
morphism of cohomology. 

There is also a commutative square (in which the limit is over closed 
cobounded neighborhoods N of A in X) 

lim~ {C*(X,N; R)} ® G ---7lim~ {C*(X,N; G)} 

l l 
C~(X,A; R) ® G C~(X,A; G) 

It follows from the first paragraph above that the top horizontal map in­
duces an isomorphism of cohcmology. Since the closed cobounded neighbor­
hoods of A in X are cofinal in the family of all co bounded neighborhoods of A 
in X, it follows from theorem 6.6.15 that each vertical map induces an isomor­
phism in cohomology. Therefore the bottom horizontal map induces an 
isomorphism in cohomology. The result follows from this and theorem 5.4.1. • 

9 APPLICATIONS OF THE COHOMOLOGY OF PRESHEAVES 

This section is devoted to two main applications of the theory developed in 
the last two sections. One is the study of the relation between Alexander and 
singular cohomology. We shall prove that in a homologically locally connected 
space (for example, a manifold) the two are isomorphic. The other application 
is to a study of the relation between the Alexander cohomology of two spaces 
connected by a continuous map. We conclude with a proof of the Vietoris­
Begle mapping theorem. 

Let (X,A) be a pair and let G be an R module. Recall the homomorphism 

T: C* (. , . n A; G) ~ Ll * (., . n A; G) 
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defined in example 6.7.4. This induces a homomorphism 

f: C * ( " . n A; ~e) ~ i * ( " . n A; e) 

such that the following square is commutative 

C*(', . n A; e) ~ ll*(·, . n A; e) 

C*(', . n A; e).i,. &*(" . n A; e) 

By examples 6.7.8 and 6.7.9, there are isomorphisms 

C*(', . n A; e);:::; C*(', . n A; e) 
IX * : H* (ll * ( " . n A; e)) ;:::; H* (& * ( " . n A; e)) 

In Sec. 6.5 a natural homomorphism 

p,: fi*(X,A; e) ~ H*(X,A; G) 
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was defined, and it is a simple matter to check that commutativity holds in 
the diagram 

H* (C* (X,A; e)) 

::oJ 
~ H* (ll * (X,A; e)) 

H*(C*(', . n A; e)(x)) ~ H*(&*(" . n A; G)(X)) 

Therefore p, is an isomorphism if and only if f * is. 

I THEOREM Let X be a paracompact Hausdorff space and suppose there 
is n ~ 0 such that each x E X is taut with respect to singular cohomology 
with coefficients e in degrees < n. Then 

p,: fiq(X;G) ~ Hq(X;e) 

is an isomorphism for q < n and a monomorphism for q = n. 

PROOF Both C * ( . ; e) and II * ( . ; e) are nonnegative cochain complexes of 
fine presheaves. The tautness assumption of the points of X with respect to 
singular cohomology implies that 'T *: Hq(C* ( . ;e)) ~ Hq(ll * (. ;G)) is a local 
isomorphism for q < n and a local monomorphism for q = n (in fact, it 
is always a local monomorphism for all q). By theorem 6.8.9, 

T*: Hq(C*(X;G)) ~ Hq(&*(X;e)) 

is an isomorphism for q < n and a monomorphism for q = n. -

There is a partial converse of theorem 1 which asserts that if 
p,: fiq(u;e) ~ Hq(U;e) is an isomorphism for q < n and every open U C X, 
then each point x E X is taut with respect to singular cohomology in degrees 
< n. This follows from commutativity of the following diagram (where 
U varies over open neighborhoods of x EX): 
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lim~ {Hq(U;G)} ~ Hq(x; G) 

~l ~l~ 

lim~ {Hq(U;G)} ~ Hq(x;G) 

In case X is a Hausdorff space in which every open subset is paracompact 
(for example, X is metrizable), we see that each point x E X is taut with respect 
to singular cohomology in degrees < n if and only if J.L: Hq( U; G) ~ Hq( U; G) 
is an isomorphism for all q < n and all open U C X. 

A space X is said to be homologically locally connected in dimension n 
if for every x E X and neighborhood U of x there exists a neighborhood V of 
x in U such that Hq(V) ~ Hq( U) is trivial for q ::; n. It is said to be 
homologically locally connected if it is homologically locally connected in 
dimension n for all n. 

2 EXAMPLE Any locally contractible space, in particular any polyhedron 
or any manifold, is homologically locally connected in dimension n for all n. 

3 EXAMPLE Let Xq = Sq for q :2: 1 and let Xq be a base point of Xq- The 
subspace of X Xq consisting of all points having at most one coordinate dif­
ferent from the corresponding base point is homologically locally connected 
in dimension n for all n but is not locally contractible. 

4 LEMMA If X is homologically locally connected in dimension n, then 
Hq(~ * ( . ;G)) is locally zero for q ::; n and all G. 

PROOF Let c* E Hom (t.q(U),G) be a co cycle (0::; q ::; n) and let x E U. If 
q = 0, let V be a neighborhood of x in U such that Ho(V) ~ Ho(U) is trivial. 
If c E t.o(V), there is c' E ~l(U) such that c = ac'. Then c* (c) = c* (ac') = 
(8c* )(c') = O. Therefore c* I Lio(V) = 0, proving that HO(~* (. ;G)) is locally 
trivial. 

If 0 < q, let V and V be neighborhoods of x in U, with V C V' and such 
that Hq_1(V) ~ Hq_1(V') and Hq(V') ~ Hq(U) are both trivial. If c is a re­
duced singular (q - I)-cycle of V, let c' be a q-chain of V' such that ac' = c. 
Then c* (c') EGis independent of the choice of c'; if c" is another q-chain in 
V' such that ac" = c, then c' - c" = ad for some (q + I)-chain din U and 

c*(c' - c") = c*(ad) = (8c*)(d) = 0 

Hence there is a homomorphism c*: Zq_l(V) ~ G such that c* (c) = c* (c') if 
ac' = c. Because ~q_l(V)/Zq_l(V) is free (since it is isomorphic to a subgroup 
of ~q-2(V) if q > lor to Z if q = 1), there is a homomorphism d*: ~q_l(V) ~ G 
which is an extension of c* . Then c* I ~q( V) = 8d * , proving that Hq( ~ * ( . ; G)) 
is locally trivial. -

:. COROLLARY If X is a paracompact Hausdorff space homologically locally 
connected in dimension n, then J.L: fIq(X;G) ~ Hq(X;G) is an isomorphism for 
q ::; n and a monomorphism for q = n + 1. -
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6 COROLLARY Let A be a closed subset, homologically locally connected in 
dimension n, of a Hausdorff space X, homologically locally connected in 
dimension n. If X has the property that every open subset is paracompact, 
}-t: fIcq(X,A; G) ~ Hcq(X,A; G) is an isomorphism for q ::;; n and a monomor­
phism for q = n + 1. 

PROOF From the definitions, there is a commutative square (where U varies 
over open cobounded subsets of X) 

lim~ {Hq(X,U; G)} ~ Hcq(X;G) 

Ilt til 
lim~ {Hq(X, U; G)} ~ Hcq(X;G) 

Since an open subset of a space homologically locally connected in dimension 
n is again a space homologically locally connected in dimension n corollary 5 
applies to X and to every open U C X. By the five lemma, 

}-t: fIq(X, U; G) ~ Hq(X, U; G) 

is an isomorphism for q ::;; n and a monomorphism for q = n + 1. Passing to 
the limit, }-t: fIcq(X;G) ~ Hcq(X;G) is an isomorphism for q ::;; n and a mono­
morphism for q = n + 1. Since A has the same properties as X, 

}-t: fIcq(A;G) ~ Hcq(A;G) 

is an isomorphism for q ::;; n and a monomorphism for q = n + 1. The result 
now follows from the five lemma. -

Since a manifold is homologically locally connected in dimension n for 
all n, and every open subset is paracompact, this implies the next result. 

7 COROLLARY If X is a manifold, }-t: fI*(X;G)::::::: H*(X;G). If A is a 
closed homologically locally connected subset of X, 

}-t: fI~ (X,A; G) ::::::: H~ (X,A; G). -

8 COROLLARY If X is a homologically locally connected space imbedded as 
a closed subset of a manifold Y, then X is taut in Y with respect to singular 
cohomology. 

PROOF By corollary 5, fI* (X;G) ::::::: H* (X; G), and for an open set U in Y, by 
corollary 7, fI * (U; G) ::::::: H * (U; G). Since X is taut in Y with respect to 
Alexander cohomology, these isomorphisms imply that it is also taut with 
respect to singular cohomology. -

9 COROLLARY If A is any closed subset of a manifold X, then as U varies 
over neighborhoods of A in X, 

lim~ {H*(U;G)} ::::::: fI*(A;G) 

where the right-hand side is Alexander cohomology. 

PROOF By corollary 7, lim_ {fI * (U; G)} ::::::: lim~ {H * (U; G)}, so the result 
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follows from the tautness of A with respect to the Alexander cohomology 
theory. -

This shows that the modules H * (A; G) and H * (A,B; G) introduced in 
Sec. 6.1 are the Alexander cohomology modules if A [or (A,B)] is a closed subset 
[or pair] of a manifold. The next result generalizes the duality theorem 6.2.17 
to arbitrary closed pairs. 

10 THEOREM Let X be an n-manifold orientable over R. For any closed 
pair (A,B) in X and any R module G there is an isomorphism 

Hq(X - B, X - A; G) ::::: Hcn-q(A,B; G) 

PROOF Let N be a closed cobounded neighborhood of B in A. By theorem 
6.6.5, there is an isomorphism 

Hn-q(A,N; G) ::::: Hn-q(A - N, A - N n N; G) 

Since (A - N, A - N n N) is a compact pair in X, by theorem 6.2.17, 

Hq(X - (A - N n N), X - (A - N); G) ::::: Hn-q(A - N, A - N n N; G) 

Since X - (A - N) and X - N are open, there is an excision isomorphism 

Hq(X - N, X - A; G) ::::: Hq(X - (A - N n N), X - (A - N); G) 

Combining these gives an isomorphism 

Hq(X - N, X - A; G) ::::: Hn-q(A,N; G) 

As N varies over closed cobounded neighborhoods of B in A, the limit of the 
modules on the left is Hq(X - B, X - A; G) and the limit of the modules on 
the right is Hcn-q(A,B; G), whence the result. -

II THEOREM If X is a compact Hausdorff space which is homologically 
locally connected in dimension n, then Hq(X) is finitely generated for q S n. 

PROOF This follows from corollary 5, theorem 6.8.11, and theorem 5.5.13. -

The last result gives a generalization of corollary 6.2.21 to arbitrary com­
pact manifolds (orientable or not). We now work toward a proof of the 
Vietoris-Begle mapping theorem. 

12 LEMMA Let (X,A) be a pair and let f be the presheaf on X defined by 
f(V) = Cq(V, V n A; G) for open y C X (q and G being fixed). 

(a) For any open covering ql of X the map f(X) ~ f(ql) sending y E f(X) 
to the compatible '11 family {y I U} U E -'I is a monomorphism. 
(b) If GIl· is a locally finite open covering of X and 'Y is a shrinking ofql, 
the image of f(GIl) ~ f('Y) equals the image of the composite 

f(X) ~ f(q1) ~ f('\") 

PROOF For (a), assume that y E Cq(X,A; G) is in the kernel of f(X) ~ f(ql) 
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(that is, Y I V = 0 for all V E 621). Let!p E O(X,A; G) be a representative of y. 
Then y I V = 0 implies that !p I V is locally zero on V. Since this is so for all 
V E "It, !p is locally zero on X and y = 0, proving (a). 

To prove (b), let {YU}UE'lL be a compatible 621 family and suppose that 
!Pu E Cq( V, V n A; G) is a representative of Yu for V E 621. Then, for V, V' E G21, 
!Pu I V n V' - !PU' I V n V'is locally zero on V n V'. If x E X, some neigh­
borhood of x meets only finitely many elements of Gil, and there is a smaller 
neighborhood W", of x such that 

(i) W", intersects Vu <=> x E Vu 
(ii) x E V = W", c V 
(iii) x E Vu= W", C Vu 
(iv) x E Vu n Vu =!Pul W", =!Pu I W", 

The first three conditions are clearly satisfied by taking W", small enough 
(because there are only a finite number of conditions to be satisfied) and (iv) 
can also be satisfied, because for x E Vu n Vu" cpu I V n U' - CPU' I V n U' 
is locally zero. 

For x E X choose V so that x E Vu and set !p", = !Pu I W", E Cq(W"" 
W", n A; G). By (iv), this is independent of the choice of V. If x" E W'" n W"", 
then x" E Vu for some V E Gil. Then W'" and W"" meet Vu, and by (i), x, 
x' E Vu. Therefore!p", = !Pu I W'" and !p",' = !Pu I W"", whence!p", I w'" n W"" = 
!p",' I w'" n W"'" Hence the collection {!p", E Cq( w"" w'" n A; G)} is a com­
patible {W",} family [of Cq(·, • n A; G)J. By example 6.7.8, there is an ele­
ment!p E O(X,A; G) such that!p I W'" = !p", for all x E X. To complete the proof 
of (b) it suffices to prove that for each V E GiL, !P I Vu - !Pu I Vu is locally zero 
on Vu. However, if x E Vu, then, by (iii), w'" C Vuand!p I W'" = !p", = !Pu I W"'. 
Hence {W"'}"'EVU is an open covering of Vu on which !P I Vu and !Pul Vu 
agree. • 

13 THEOREM Let f: X' -? X be a closed continuous map between para­
compact Hausdorff spaces. Let A' be a closed subset of x' and suppose there 
are integers 0 :::;: m < n such that fiq(f-lx, f-1x n A'; G) = 0 for all x E X 
and for q < m or m < q < n. Let f be the presheaf on X defined by 
f(V) = fim(f-l(V), f-l(V) n A'; G). Then there are isomorphisms 

Hq-m(X;f) ;::::; fiq(XI,A '; G) q < n 

and a monomorphism 

fIn-m(X;f) -? fin(XI,A'; G) 

PROOF Let f * be the nonnegative cochain complex of presheaves on X de­
fined by f * (V) = C * (f-l( V), f-l( V) n A'; G). Thus fq is the image under 
f* of the fine presheaf on X' which assigns Cq(V' , V' n A'; G) to V' C X'. 
By theorem 6.8.3c, the latter is a fine presheaf on X' [being the completion of 
the fine presheaf 0(', . n A'; G); see example 6.8.1J, and by theorem 6.8.3b, 
fq is fine on X. As V varies over neighborhoods of x in X, (f-l( V), f-l( V) n A') 
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varies over a cofinal family of neighborhoods of (f-IX, f-IX n A') in (X',A') 
(because f is closed and continuous). From the standard tautness properties 
and the hypothesis about fj * (f-IX, f-IX n A'; G), it follows that Hq(f *) is 
locally zero for q < m and m < q < n. By theorem 6.8.7, there are functorial 
isomorphisms 

and a monomorphism 

fIn-m(X;Hm(f *)) ~ Hn(f * (X)) 

Since f = Hm(f *), it merely remains to verify that 

HP(I' * (X)) ;:::::: fjp(X',A'; G) all P 

As ~ varies over the cofinal family of locally finite open coverings of X it fol­
lows from lemma 12 that 

f*(X) = lim~ {r*(~)} = lim~ {C*(·,· n A'; G)(f-101)};:::::: C*(X',A'; G) 

and this yields the result. -

If ~ is an m-sphere bundle over a paracompact Hausdorff base space B, 
then fjq(pl; -1(X), PI; -l(x) n E) = 0 if q T m + 1. Therefore the hypotheses of 
theorem 13 are satisfied for all n. Since the presheaf r that occurs in theorem 
13 is the tensor product of the orientation presheaf of ~ and G, we obtain the 
folloWing generalization of the Thorn isomorphism theorem to nonorientable 
sphere bundles. 

14 THEOREM Let ~ be an m-sphere bundle over a paracompact Hausdorff 
base space B and let r be the orientation presheaf of ~ over R. For all 
R modules G and all q there is an isomorphism 

fIq(B; r 0 G) ;:::::: fjq+m+1(EI;,EI;; G) -

Another interesting consequence of theorem 13 is the following Vietoris­
Begle mapping theorem. 

15 THEOREM Let f: X' ~·X be a closed continuous surjective map between 
'f!!1racompact Hausdorff spaces. Assume that there is n ~ 0 such that 
[jq(f-Ix;G) = 0 for all x E X and for q < n. Then 

f*: fjq(X;G) ~ fjq(X';G) 

is an isomorphism for q < n and a monomorphism for q = n. 

PROOF Let Z be the mapping cylinder of f and regard X' as imbedded in Z. 
Then Z is a paracompact Hausdorff space, X' is closed in Z, and the retrac­
tion r: Z ~ X is a closed continuous map. For x E X, rl(x)Js contractible 
[since it is homeomorphic to the join of x withf-l(x)], and so H*(r-l(x)) = O. 
Because r-l(x) n X' = f-I(X) is nonempty, we have 
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It follows from theorem 13 that fiq(Z,X'; G) = 0 for q ~ n. Since there is a 
commutative diagram with an exact row 

... ~ Hq(Z,X') ~ Hq(z) ~ Hq(X') ~ Hq+1(Z,x') ~ 

/lr· 

the result follows. • 

There is a partial converse of theorem 15 asserting that if f: X' ~ X is a 
closed continuous surjective map between paracompact Hausdorff spaces and 
there is n 2': 0 such that for every open Q C X,f*: Hq(U;G) ~ Hq(f-1(U);G) 
is an isomorphism for q < n, then Hq(f-1(X);G) = 0 for all x E X and 
for q < n. This follows from commutativity of the following diagram (where 
U varies over open neighborhoods of x EX): 

lim_ {Hq( U; G) } 

r·l 

In particular, if X and X' are metrizable (or have the property that every 
open subset is paracompact), then for n 2': 0, f*: fiq(U;G) ~ fiq(f-1(U);G) 
i~ an isomorphism for all open U C X and all q < n if and only if 
Hq(f-1(X);G) = 0 for all x E X and all q < n. 

We present an example to show that the condition that fbe a closed map 
is necessary in theorem 15. 

16 EXAMPLE Let X' = {(x,y) E R21 x2 + y2 = 1 or x2 + y2 < 1, x> O} 
and let X = [0,1]. Define f: X' ~ X by 

f(x,y) = {~ x~O 
x2':O 

Then f is a continuous surjective map but not a closed map. Furthermore, 

1 
closed semicircle t = 0 

f-1(t) = closed interval 0 < t < 1 
single point t = 1 

Because the unit circle 51 is a strong deformation retract of X', 

fi1(X';G) ;::::: fi1(5 1;G) ;::::: G. 

Since fi1(X;G) = 0, the homomorphism f*: W(X;G) ~ fi1(X';G) is not an 
isomorphism. 

17 EXAMPLE Let X C R2 be the space of example 2.4.8, illustrated below: 
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(0,-2) A, (1,-2) 

There is a closed continuous surjective map f of X onto the space Y consisting 
of the four sides of the rectangle 

(0,0) 0 (1,0) 

(0,-2) (1,-2) 

such that 

~1 _ {single point y -=/= (0,0) 
f (y) - closed interval y = (0,0) 

It follows from theorem 15 thatf*: H*(Y;G) ::::::: H*(X;G) for any G, and 
therefore the map f is not null homotopic. 

18 THEOREM Let f: X' -> X be a proper surjective map jJetween locally 
compact Hausdorff spaces and assume that for some n > 0, Hq(f~l(X); G) = 0 
for all x E X and all q < n. Then 

f*: Hcq(X;G) -> Hcq(X';G) 

is an isomorphism for q < n and a monomorphism for q = n. 

PROOF If either X or X' is compact, the other one is also compact, and the 
result follows from lemma 6.6.9 and theorem 15. If neither X nor X' is 
compact, let X+ and X'+ be their one-point compactifications and extend fto a 
map f+: X'+ -+ X+ mapping the point at infinity of X'+ to the point at infinity 
of X+. Then f+ satisfies the hypotheses of theorem 15, and the result follows 
from corollary 6.6.12 and theorem 15. • 

I 0 CHARACTERISTIC CLASSES 

This section is a culmination of our general work on homology theory. We 
use the cup product and Steenrod squares to define characteristic classes of a 
manifold and of one manifold imbedded in another. These characteristic 
classes are important invariants of the manifold and have interesting applica­
tions to nonimbedding problems. 

Let X be an n-manifold with boundary X and U E Hn(x X X, X X X - 8(X)) 
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be an orientation (over R) of X. Let i: X - X C X be the inclusion map. 
Then the maps 

i X 1: (X - X) X (X,X) C X X (X,X) 
1 X i: (X,X) X (X - X) C (X,X) X X 

are both homotopy equivalences. Therefore there are elements 

such that 

(f X 1) * UI = U I (X - X) X (X,X) (1 X i) * U2 = U I (X,X) X (X - X) 

If X is compact, let z E Hn(X,X) be the fundamental class of X corresponding 
to U, as in theorem 6.3.9. The Euler class of a compact oriented manifold X, 
denoted by X E Hn(X,X), is defined by 

X = (UI v U2)/z 

The reason for the name is furnished by theorem 2 below. 
Assume that R is a field and that X is a compact n-manifold with bound­

ary X. By theorem 6.9.11, H* (X) and H* (X,X) are finitely generated. If {u;) 
is a basis of H*(X) and {Vj} is a basis of H*(X,X), then by the Kiinneth for­
mula for cohomology, {Ui X Vj} is a basis of H* (X X (X,X)). Hence 

U I = ~ aijUi X Vj 
i,j 

for some scalars aij. Let b jk = (Vj V Uk, z), where z is the fundamental class 
corresponding~ to U. Then we have matrices A = (au) and B = (bjk ), and the 
following expresses their relation to each other. 

I LEMMA With the above notation, 

(AB)ik = (-l)n deg Uk 8ik 

PROOF The proof is essentially the same as that for theorem 6.3.12. Because 
z is the fundamental class corresponding to U, it follows that 

Udz = 1 E HO(X) 

By property 6.1.4, for any k 

Uk = Uk V 1 = Uk v UI/z = [(Uk X 1) v UIJlz 

From lemma 6.3.11 it follows readily that 

(Uk X 1) V U I = (1 X Uk) v U I = (_l)ndeg UkUI V (1 X Uk) 

= ~ (-l)n deg Uka;jUi X (Vj v Uk) 

Hence by property 6.1.2 
'.1 

Uk = ~ ( -l)n deg UkaijbjkUi 
'.1 

Since {u;) is a basis, this implies the result. -
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2 THEOREM If X is the Euler class of a compact n-manifold X oriented 
over a field, then (X,z) is the Euler characteristic of X. 

PROOF We first compute V2. Let T: X X X ~ X X X be the map inter­
changing the factors. There is a commutative diagram, with all vertical maps 
induced by maps defined by T and all horizontal maps induced by inclusions, 

Hn(X X X, X X X - 8(X)) ~ Hn((X - X) X (X,X)) «(j ~ 1)* Hn(X X (X,X)) 

TTl Tn IT! 
Hn(X X X, X X X - 8(X)) ~ Hn((x,x) X (X - X)) «(1 ~j)* Hn((x,x) X X) 

In the proof of lemma 6.3.11 it was shown that T! V = (-I)nu. Therefore 
1": Vj = (-I)nV2, and so 

Therefore 

V2 = (-I)nT~ ( ~ aklUk X VI) 
k,l 

= (-I)n ~ (_I)deg Uk deg VI aklVI X Uk 
k,l 

VI V V2 = (_I)n ~ (_I)deg VI deg Vi + deg Uk deg VI aijakl(Ui v VI) X (Vj v Uk) 

= (-I)n ~ ( -1 )deg VI deg Vi + deg Uk deg VI + deg Ui deg VI aijakl( VI v Ui) 

where the summation is over all i, f, k, and 1 such that 

deg Ui + deg Vj = n = deg Uk + deg VI 

It follows that 

VI v V2 = ~ (_I)deg Ukaijakl(VI V Ui) X (Vj v Uk) 

Using lemma 1, 

(X,z) = (VI V V2, Z X z) 

= . ~ (_I)deg Ukaijbjkaklbli 
t,J,k,1 

= ~ ( _1)deg Uk(AB)ik (ABhi 
t,k 

=~(_I)degUk 
k 

and the last sum is the Euler characteristic of X. • 

Classically, the Euler class is usually taken to be the Euler class (in our 
sense) over Z. For any pair (Y,B) whose homology is of finite type, it follows 
from the universal-coefficient formula for cohomology (theorem 5.5.10) that 

Hq(Y,B; R) :::::: Hq(Y,B; Z) ® R 

Therefore the monomorphism Z ~ R induces a monomorphism 
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In particular, the monomorphism Hn(x,x; Z) ~ Hn(x,x; R) maps Euler class 
to Euler class, and therefore theorem 2 remains valid for the integral Euler 
class of X. 

We now specialize to the case where the coefficient field is Z2, in which 
case U, hence also Ub and (if X is compact) z, are all unique. There is the 
Thorn isomorphism 

<1>*: Hq(X - X) ;:::::, Hq+n((x - X) X (X - X), (X - X) X (X - X) - 8(X - X)) 

defined by <1>* (v) = (v X 1) v U', where 

U' = UI ((X - X) X (X - X), (X - X) X (X - X) -8(X - X)) 

<1>* can be extended to 

<1>*: Hq(X) ~ Hq+n(X X X, X X X -8(X)) 

by <1>* (v) = (v X 1) v U. There is a commutative diagram whose vertical 
maps are isomorphisms 

Hq+n(X X X, X X X - 8(X)) 

:::::1 

Hq(X - X) ~ Hq+n((X - X) X (X - X), (X - X) X (X - X) -8(X - X)) 

from which it follows that <1>* is also an isomorphism on Hq(X). For i ;:::: 0 the 
ith Stiefel-Whitney class of X, Wi E Hi(X;Z2)' is defined by the formula 

<1>* (Wi) = Sqi U 

[that is, SqiU = (Wi X 1) v U]. Following are some examples. 

3 By condition (a) on page 271, Wo = 1. 

4 By condition (b) on page 271, if X is a compact n-manifold without 
boundary, Wn is the Euler class of X over Z2. 

5 By condition (c) on page 271, Wi = 0 for i > dim X. 

6 A manifold X is orientable over Z if and only if Wl = 0 (see exercise 
5.H.3d). 

If X is compact and z E Hn(X,X) is the fundamental class of X over Z2, 
then, by property 6.1.4, 

Wi = [(Wi X 1) v U1l!z = SqiUdz 

where Ul E Hn(X X (X,X)) corresponds to U. We use this to determine the 
Stiefel-Whitney classes of a compact X in terms of cohomology operations 
in X. For i ;:::: 0 the homomorphism Sqi: Hn-i(X,x) ~ Hn(x,x) has a transpose 
homomorphism Sqi: Hn(X,X) ~ Hn_i(X,X) such that 

< Sqiu,z) = < u,SqiZ) 

where z is the fundamental class of X. By the isomorphism of theorem 6.3.12, 
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Kz: Hi(X) ::::::; Hn_i(X,X) 

and there is a unique Vi E Hi(X) such that Kz(Vi) = Sqi(Z). Then for 
U E Hn-i(X,X; Z2) 

(Sqiu,z) = (U,SqiZ) = (U,Kz(Vi) 
= < u, Vi r'\ z) = (u V Vi, z) 

This equation holds trivially if deg U =1= n - i. The following Wu formula 
shows that the classes Vi and the Stiefel-Whitney classes Wi determine each 
other. 

7 THEOREM In a compact n-manifold, for q 2': ° 
Wq = ~ Sqq-i Vi 

O<;t<;q 

PROOF We have U1 = L aijUi X vj, where {u;} is a basis of H* (X,Z2) and 
{Vj} is a basis of H* (X,X; Z2)' By the Cartan formula, condition (d) on page 271 

Sqqu1 = ~ avSq"u; X Sqlvj 
k+l=q 

Let VI = ~ ClmUm. Then we have 

Wq = (Sqqu1)! z = ~ aij(Sqlvj,z)Sq"u; 
k+l=q 

= ~ ai/ Vj v VI, z) SqkUi 
k+l=q 

= ~ aijClm( Vj V Um, z) SqkUi 
k+l=q 

= ~ aijbjmClmSqkui 
k+l=q 

Using lemma 1, we find that 

Wq = ~ cliSqkUi = ~ Sqk VI • 
k+l=q k+l=q 

Let pn be the real projective n-space and let W be a generator of Hl(pn) 
for any n 2': 1. We use lemma 5.9.4 to compute Sqi(wj) in the following 
examples. 

8 For the real projective plane p2, Sql(W) = w 2; therefore Vl(f2) = w, 
Wl(f2) = w, and W2(f2) = w2. 

9 For P3, Sq2(W) = ° and Sql(WZ) = 0, so Vi(P3) = ° for i > ° and 
Wi(P3) = ° for i > 0. 

10 For P4, SqZ(WZ) = w4 and Sql(W3) = w4, so V1(P4) = W, VZ(P4) = wZ, 
Wl(F4) = W, WZ(P4) = 0, W3(F4) = 0, and W4(P4) = w4. 

II For P5, SqZ(w3) = w5 and Sql(W4) = 0, and V2(P5) = WZ is the only non­
zero Vi(P5) , where i > 0. Hence Wl(P5) = 0, WZ(P5) = wZ, W3(P5) = 0, 
W4(P5) = w4, and W5(P5) = 0. 

The Euler class and Stiefel-Whitney classes of a manifold X are topolog­
ical invariants associated to X. We shall now define characteristic classes for a 
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manifold X imbedded in a manifold Y. These will be topological invariants of 
the imbedding. First, however, we need an algebraic digression. 

In our consideration of the slant product we limited ourselves to one of 
the two possible slant products. We now introduce the other one. Given chain 
complexes C and C', a cochain c* E Hom ((C ® C')n, G), and chain 
c E Cq ® G', there is a slant product c\c* E Hom (C~_q, G ® G') which is 
the cochain such that if c = ~ Ci ® gi, with Ci E Cq and gi E G', then 

(c\c* ,c') = ~ (c*, Ci ® c') ® gi c' E C~_q 

Then c5(c\c*) = (-I)q(c\c5c* - oc\c*) 

from which it follows that there is an induced slant product of Hn( C ® C'; G) 
and Hq(C;G') to Hn-q(C'; G ® G'). This gives rise to a topological slant 
product of Hn((X,A) X (Y,B); G) and Hq(X,A; G') to Hn-q(Y,B; G ® G') having 
properties analogous to 6.1.1 to 6.1.6. We list without proof two of these, to 
which we shall have occasion to refer. 

12 Given u E Hn((X,A) X (Y,B); G), z E Hq(X,A; G"), and v E HP(Y,B; G'), 
let T: G ® Gil ® G' ~ G ® G' ® Gil interchange the last two factors. 
In Hn-q+p(Y,B; G ® G' ® G") we have 

T* ((z\u) v v) = z\[u v (1 X v)] • 

13 Given u E Hn((X,A) X (Y,B); G), v E Hp(X,A; G'), and z E Hq(X,A; Gil), 
then, in Hn+p-q(Y,B; G ® G' ® Gil), 

(v I". z)\u = z\[u v (v Xl)] • 

Let Y be an m-manifold without boundary and 

U E Hm(y X Y, Y X Y - c5(Y); R) 

an orientation of Y over R. Given a pair (A,B) in Y, we define 

yo: Hq(A,B; G) ~ Hn-q(Y - B, Y - A; G) 

by 

yU(z) = z\[U I (A,B) X (Y - B, Y - A)] z E Hq(A,B; G) 

Then we have the following complement to the duality theorem. 

14 LEMMA Let X be a compact homologically locally connected space in 
an m-manifold Y with orientation class U. Then we have an isomorphism for 
all q and all G 

yo: Hq(X;G) :::::; Hm-q(Y, Y - X; G) 

PROOF Since X is compact and homologically locally connected, it follows 
from theorem 6.9.11 that H(Ll(X)) is of finite type. By lemma 5.5.9, there is a 
free chain complex C of finite type which is chain equivalent to Ll(X). 
Let i\: C ~ Ll(X) be a chain equivalence. Let Ll' and C' be the chain complexes 
obtained by reindexing the cochain complexes Hom (Ll(X),R) and Hom (C,R), 
respectively, so that Ll~ = Hom (Llm_q(X),R) and C~ = Hom (Cm_q,R). The 
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chain equivalence ,\ defines a chain equivalence ,\': tl' ----') C. Because C is 
free and of finite type, so is C [tl ' will not be free, in general, because tl(X) 
need not be of finite type]. 

Let c* E Hom ([tl(X) ® (tl(Y)/tl(Y - X))]m, R) be an m-cocycle corre­
sponding to U I X X (Y, Y - X) under the Eilenberg-Zilber isomorphism and 
define a map 

T: tl(Y)/tl(Y - X) ----') tl' 

by r(c) = c* / cfor c E Ii( Y)/ Ii( Y- X). If deg c= q, 

a(r(c)) = o(c* / c) = (-1) m- qc* / ac = (-1) m- qr(ac) 

so T either commutes or anticommutes with G, depending on degree. Hence T 

induces homomorphisms T* on homology and T* on cohomology for any 
coefficient module. Clearly, 

T* = Yu: Hq(Y, Y - X; R) ----') Hm-q(X;R) 

Because X is homologically locally connected, by corollary 6.9.8, X is taut in Y, 
and by the duality theorem, Yu, and hence T*, is an isomorphism. Therefore 
the composite ,\' 0 T induces an isomorphism ,\'* 0 T* of Hq(Y, Y - X; R) 
with Hq(C) = Hm-q(C;R). Since tl(Y)/tl(Y - X) and C are both free, it 
follows from the universal-coefficient formula for cohomology (theorem 5.5.3) 
that for any G 

(,\10 T)* = T* 0 ,\'*: H*(Hom (C,G))::::: H*(Hom (tl(Y)/tl(Y - X), G)) 

There is also a commutative diagram 

Hq(Ii(X) Q$l G) «("~l)' Hq(CQ$l G) 

1 1= 
,,'* Hm-q(Hom (Ii', G)) <---;;;;- Hm-q(Hom (C', G)) 

where the vertical maps are induced by the canonical map 

A ® G ----') Hom (Hom (A,R), G) 

for any module A (the right-hand vertical map being an isomorphism because 
C is of finite type). Hence there are isomorphisms 

Hq(X;G) :? Hm-q(Hom (tl',G)) ~ Hm-q(Y, Y - X; G) 

It only remains to verify that this composite is yu. If a E tlq(X) and 
g E G, the composite 

tlq(X) ® G ----') Hom (tl' m_q,G) Hom (T,l) Hom (tlm_q(Y)/ tlm_q(Y - X),G) 

maps a ® g to the homomorphism h such that if a' E tlm-q(Y), 

h(a') = T(a')(a ® g) = (c* /a')(a ® g) 
= (c*, a ® a')g = [(a ® g)\c*](a') 
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Therefore h = (a ® g) \c*, and this gives the result on passing to homology. -

Let X be a closed subset of a space Y tautly imbedded with respect to 
singular cohomology and let A C X. Assuming X - A taut in Y - A, we define 

Hp(y, Y - X; G) v Hq(X, X - A; G') ~ Hp+q(Y, Y - A; Gil) 

where G and G' are paired to Gil. If V is any neighborhood of X in Yand V' 
is a neighborhood of X - A in V - A, there is a cup product 

Hp(V, V - X; G) v Hq(V,V'; G') ~ Hp+q(V, (V - X) U V'; Gil) 

There are excision isomorphisms (for all coefficients) 

Hp(y, Y - X) ;:::::: Hp(V, V - X) 
Hp+q(Y, Y - A) ;:::::: Hp+q(V, V - A) 

Since V - A = (V - X) U V' we have a cup product 

Hp(y, Y - X; G) v Hq(V,V'; G') ~ Hp+q(Y, Y - A; Gil) 

As V varies over neighborhoods of X in Y and V' varies over neighborhoods 
of X - A in V - A, it follows from the tautness assumptions and the five 
lemma that lim~ {H*(V,V'; G')} ;:::::: H*(X, X - A; G'). The desired cup 
product is thus obtained by passing to the direct limit with the above cup 
product. 

Let X be a compact n-manifold without boundary imbedded in an 
m-manifold Y without boundary. Assume that U and U' are orientations of 
X and Y, respectively, over R. There is then an isomorphism (for any R 
module G) 

(): Hq(X;G) ;:::::: Hm-n+q(Y, Y - X; G) 

characterized by commutativity in the triangle of isomorphisms (note that X 
is homologically locally connected, and so lemma 14 applies to X C Y) 

Hn_q(X;G) 
Yu.( '1u' 

Hq(X;G) J4 Hm-n+q(y, Y - X; G) 

This map () is similar to a Thorn isomorphism and has the following 
multiplicative property. 

15 LEMMA The isomorphism (): Hq(X,G) ;:::::: Hm-n+q(Y, Y - X; G) has the 
property that for v E Hq(X;G) 

()(v) = +()(1) v v 

where ()(1) E Hm-n(y, Y - X; R) 

PROOF Let z E Hn(X;R) be the fundamental class of X corresponding to U 
and suppose v = i * v' for v' E Hq(V;G) and i: X C V, where Vis a neighbor­
hood of X in Y. By theorem 6.3.12, Yu- 1(v) = +v" z = +i*v' "z. Then, 
using properties 12 and 13 (with all equations holding up to sign), 
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O(v) I (V, V - X) = -+-(i*v' f'I z)\[U'1 X X (V, V - X)] 
= -+-i*(i*v' f'lz)\[U'1 Vx (V, V - X)] 
= -+-(v' f'I i*z)\[U' I V X (V, V - X)] 
= -+-i*z\{[U'1 V X (V, V - X)] v (v' X Iv)} 
= -+-i*z\{[U'1 V X (V, V - X)] v (Iv Xv')} 
= -+-z\{[U'1 X X (V, V - X)] v (Ix X v')} 
= -+-[0(1) I (V, V - X)] v v' 
= -+-[0(1) v v] I (V, V - X) 

Since H* (Y, Y - X) ;:::; H* (V, V-X), this gives the result. -

Our next result, a consequence of lemma 15, follows immediately from 
the definition of the cup product, Hp(y, Y - X) v Hq(X) ~ Hp+q(Y, Y - X). 

16 COROLLARY Let X be a compact oriented n-manifold imbedded in an 
oriented m-manifold Y, both without boundary. For any element v E Hq(Y;G) 
we have 

O(v I X) = -+-0(1) v v -

The normal Euler class of X in Y, denoted by XX,Y E Hm-n(X;R), is 
defined by the equation 

O(XX,Y) = 0(1) v 0(1) E }{2(m-n)(Y, Y - X; R) 

Since 0(1) v 0(1) = 0(1) v [0(1) I Y], we obtain from corollary 16 the fol­
lowing characterization of the normal Euler class. 

17 THEOREM If a compact n-manifold X is imbedded in an m-manifold Y, 
both without boundary and oriented over R, the normal Euler class 
XX,Y = 0(1) I X. -

In particular, if Hm-n(Y;R) ~ Hm-n(X;R) is trivial, it follows that the 
normal Euler class is zero. Thus, if Y is Euclidean space, the normal Euler 
class of any compact X imbedded in Y is zero. 

For i ~ 0 the ith normal Stiefel- Whitney class of X in Y, wiE Hi(X;ZZ), 
is defined by 

Here are some examples. 

18 By condition (a) on page 271, Wo = l. 

19 By condition (b) on page 271, if k = dim Y - dim X then Wk is the 
normal Euler class of X in Y over Zz. 

20 By condition (c) on page 271, Wi = 0 for i > dim Y - dim X. 

There is an important relation between the Stiefel-Whitney classes of X 
and Y and the normal Stiefel-Whitney classes of X in Y toward which we are 
heading. 
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21 LEMMA Let X be a compact n-manifold imbedded in an m-manifold Y, 
both without boundary. Let U and U' be the orientation classes of X and Y, 
respectively, over Z2 and let 0(1) E Hm-n(Y, Y - X; Z2). Then 

U' I (X X Y, X X Y - 8(X)) = [1 X 0(1)] v U 

PROOF If X' is a component of X, it suffices to prove that 

u' I (X' X Y, X' X Y - 8(X/)) = ([1 X 0(1)] v U) I (X' X Y, X' X Y - 8(X/)) 

Hence we may assume X connected, in which case (X X Y, X X Y - 8(X)) is 
a fiber-bundle pair over X with fiber pair (Y, Y - xo), where Xo E X. Since 
U' I (X X Y, X X Y - 8(X)) is an orientation over Z2 of this bundle pair, and 
there is a unique orientation over Z2, it suffices to prove that [1 X 0(1)] v U 
is also an orientation over Z2 of this bundle pair. That is, we need only show 
that for x E X, ([1 X 0(1)] v U) I x X (Y, Y - x) is nonzero. This will be so 
if its image in x X (Y, Y - X), which equals ([1 X 0(1)] v U) I x X (Y, Y - X), 
is nonzero. Because U E Hn(x X X, X X X - 8(X)) is an orientation, 
U I x X (X, X - x) = Ix X u, where u E Hn(X, X - x) is nonzero. Because 
Hn(x, X - x) ~ Hn(X) is a monomorphism [dual to the monomorphism 
Ho(x) ~ Ho(X)], u I X is nonzero. We have 

([1 X 0(1)] v U) I x X (Y, Y - X) = [Ix X 0(1)] v (Ix X u I X) 
= Ix X [0(1) v u I Xl = Ix X O(u I X) 

Since 0 is an isomorphism, this implies that ([1 X 0(1)] v U) I x X (Y, Y - X) 
is nonzero. • 

From this result we have the following Whitney duality theorem. 

22 THEOREM Let X be a compact n-manifold imbedded in an m-manifold 
Y, both without boundary. For k :?: 0 

Wk(Y) I X =, ~ Wi V Wj(X) 
'+J=k 

where Wk(Y), Wj(X), and Wi denote the Stiefel- Whitney classes of Y,X, and 
X in Y, respectively. 

PROOF The result follows easily from lemma 21 and the Cartan formula 
(rather, the equivalent form of lemma 5.9.4): 

([Wk(Y) I Xl X Iv) v U' I (X X Y, X X Y - 8(X)) 
= ([Wk(Y) X Iv] v U') I (X X Y, X X Y - 8(X)) 

= SqkU' I (X X Y, X X Y - 8(X)) = Sqk(U' I (X X Y, X X Y - 8(X))) 

= Sqk([Ix X 0(1)] v U) =, ~ [Ix X SqiO(I)] v SqjU 
'+J=k 

= ,~ (Ix X [0(1) v Wi]) v [Wj(X) X Ix] v U 
'+J=k 

= ~ (Wi X Ix) v [Wj(X) X Ix]"-' [Ix X 0(1)] v U 
i+j=k 

= (([, ~ Wi v Wj(X)] X Iy) v U') I (X X Y, X X Y - 8(X)) 
'+J=k 
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By the Thorn isomorphism theorem, this implies the result. -

In case Y is Euclidean space, Wk( Y) = 0 for k > 0, and theorem 22 shows 
that Wi and Wj(X) determine each other recursively. In particular, the classes 
Wi are independent of the imbedding of X in the Euclidean space. If X is a 
compact n-manifold imbedded in Rn+d, it follows from example 19 and 20 
and from the fact that the Euler class of X in Rn+d is zero that Wi = 0 for 
i ;;::: d. This gives the following necessary condition for imbeddability of X in 
Rn+d. 

23 COROLLARY Let X be a compact n-manifold imbedded in Rn+d and let 
Wi E Hi(X;Z2) be defined by 

. ~ Wi V w;(X) = {01 
'+J=k 

Then Wi = 0 for i ;;::: d. -

We present some examples. 

k=O 
k>O 

24 For PZ, WI(PZ) = wand W2(P2) = 0, so p2 cannot be imbedded in R3. 

25 For P3, Wi(P3) = 0 for i > O. 

26 For P4, WI(J'4) = w, W2(J'4) = w2, W3(J'4) = w3, and W4(J'4) = O. There­
fore J'4 cannot be imbedded in R7. 

27 For P5, WI(P5) = 0, W2(F5) = w2, W3(P5) = 0, W4(P5) = 0, and W5(P5) = O. 
Hence p5 cannot be imbedded in R 7 (which is also a consequence of example 26). 

The last examples show the importance of calculating Wi(pn), which we 
now do. 

28 THEOREM Let (?)z be the binomial coefficient (?) = n!/i!(n - i)! reduced 
modulo 2. Then 

Wi(pn) = (ntl)zWi 

PROOF Since (ntl)2 == n + 1 = X(pn), the result is true for i = n. For 
i < n, where n > 1, we suppose pn-Ilinearly imbedded in pn. Then pn _ pn-I 
is an affine space, hence fJ*(pn - pn-l) = 0 and Hq(pn, pn - pn-l) = fJq(pn). 

Then the normal Thorn class 8(1) E HI(pn, pn - pn-I) maps to W in Hq(pn) , 
so WI = W. By theorem 22, Wi(pn) I pn-I = Wi(pn-I) + W v Wi_l(pn-I). 
Since Hq(pn) :::::: Hq(pn-l) for q < n, it follows by induction on n that 

Wi(pn) = [C~l)z + (?)z]wi = (ntl)zwi -

EXER(;ISES 

A MANIFOLDS 

I If X is an n-manifold with boundary X, prove that X is a homology n-manifold whose 
boundary, as a homology manifold, equals X. 
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In the rest of the exercises of this group, X will be an n-manifold without boundary and 
R will be a fixed principal ideal domain. 

2 If f is a local system of R modules on X, prove that for any A C X 

Hq(A X X, A X X - 8(A); R X f) = 0 

(Hint: Prove this first for A contained in a coordinate neighborhood of X. Prove it next 
for compact A by using the Mayer-Vietoris technique. Then prove it for arbitrary A by 
taking direct limits over the family of compact subsets of A.) 

3 Prove that there is a local system f x of R modules on X such that 
fx(x) = Hn(x, X - x; R) for x EX. 

For x E X let Zx E Hn(X, X - x; f x) be the generator corresponding under the 
isomorphism 

Hn(X, X - x; f x) :::::: Hom (Hn(x, X - x; R), Hn(x, X - x; R)) 

to the identity homomorphism of Hn(x, X - x; R). A Thorn class of X is an element 

V E Hn(x X X, X X X - 8(X); R X Hom (fx,R)) 

such that (V I [x X (X, X - x)])/zx = 1 E HO(x;R) for all x E X. 

4 If V is an open subset of X and V is a Thorn class of X, prove that 
VI (V X V, V X V - 8(V)) is a Thorn class of V. 

:; Prove that Rn has a unique Thorn class. 

6 Prove that X has a unique Thorn class. [Hint: Use exercise 2 to show that 

Hn(x X X, X X X - 8(X); R X Hom (f x,R)) :::::: 
lim~ tHn(V X X, V X X - 8(V); R X Hom (fx,R))} 

where V varies over finite unions of coordinate neighborhoods. Then the result follows 
from exercises 4 and 5 by Mayer-Vietoris techniques.] 

If (A,B) is a pair in X and e is an R module, define 

y: Hq(X - B, X - A; f x ® e) --'> Hn-q(A,B; e) 

by y(z) = [V I (A,B) X (X - B, X - A)l/z, where V is the Thorn class of X. As (V, W) 
varies over neighborhoods of a closed pair (A,B) in X, there are isomorphisms 

lim_ {Hq(X - W, X - V; fx ® e)} ::::::Hq(X - B, X - A; fx ® e) 

and lim_ {Hn-q(V, W; en :::::: Hn-q(A,B; e) 

and a homomorphism 

y: Hq(X - B, X - A; r x ® e) --'> Hn-q(A,B; e) 

is defined by passing to the limit with y. 

7 Duality theorem. Prove that for a compact pair (A,B) in X, y is an isomorphism. 

B THE INDEX OF A MANIFOLD 

I Let X be a compact n-manifold, with boundary X oriented over a field R, and let 
[X] E Hn(X,X; R) be the corresponding fundamental class. For u E Hq(X,X; R) and 
v E Hn-q(X;R) prove that qJx(u,v) = <u v v, [X]) E R is a nonsinguiar bilinear form from 
Hq(X,X) X Hn-q(X) to R [that is, u = 0 if and only if qJx(u,v) = 0 for all v]. 

2 With the same hypotheses as above, let [X] = a[X] E Hn_1(X;R) and let qJx be the 
corresponding bilinear form from Hq-l(X;R) X Hn-q(X;R) to R. Let i: X C X, and 
if u E Hq-l(X;R) and v E Hn-q(X;R), prove that 
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cpx(u,i*(v)) = cpx(8(u),v) 

3 Prove that the Euler characteristic of any odd-dimensional compact manifold is 0 
and the Euler characteristic of an even-dimensional compact manifold which is a boundary 
is even. (Hint: If X is the boundary of a (2n + I)-manifold X, then, with Z2 coefficients, 

dim im U*: Hn(x) ~ Hn(x)]) = dim im [8: Hn(x) ~ Hn+1(X,x)] 

and their sum equals dim Hn(X).) 

Let Y be a compact 4m-manifold, without boundary oriented over R, and define the 
index of Y to be the index of the non singular bilinear form cPy from H2m(Y;R) X H2m(Y;R) 
to R (when cPy is represented as a sum of k squares minus a sum of i squares, the index 
of cpy is k - i). 

4 If Y is oppositely oriented, prove that its index changes sign. Show that the index of 
the product of oriented manifolds is the product of their indices. 

5 If X is a compact (4m + I)-manifold, with boundary X oriented over R, prove that 
The index of Xis O. [Hint: Prove that j*(H2 m(X;R)) is a subspace of H2m(X;R) whose dimen­
sion equals one-half the dimension of H2m(X;R) and on which 'Pi is identically zero. This 
implies the result.] 

(; CONTINUITY 

I Let {(Xj,Aj), 'I1'l}jEJ be an inverse system of compact Hausdorff pairs and let 
(X,A) = lim_ {(Xj,Aj)}. Prove that (X,A) can be imbedded in a space in which it is 
a directed intersection of compact Hausdorff pairs {(Xj,Aj) }jEJ, where (X;,Aj) has the same 
homotopy type as (Xj,Aj). [Hint: For each i E J imbed Xj in a contractible compact 
Hausdorff space Yj, ~r example, a cube, and let (X",A,,) C XjEJ Yj be defined as the pair 
of all points (Yj) with Yk in Xk or in Ak, respectively, such that if i ~ k, then Yj = 'I1'l(Yk), 
and if i $ k, then Yj is arbitrary.] 

2 Prove that a cohomology theory has the continuity property if and only if it has the 
weak continuity property. 

3 The p-adie solenoid is defined to be the inverse limit of the sequence 

51 J- 51 ~ . .. ~ 51 J- 51 ~ ... 

where J(z) = zP. Compute the Alexander cohomology groups of the p-adic solenoid for 
coefficients Z, Zp, and R. 

4 Generalize the solenoid of the preceding example to the case where there is a 
sequence of integers n1, n2, ... such that the mth map of 51 to 51 sends z to znm. Com­
pute the integral Alexander cohomology groups of the resulting space. 

5 Find a compact Hausdorff space X such that jjq(X;Z) = 0 if q =1= 1 and W(X;Z) ;::: R. 

D CECH COHOMOLOGY THEORY 

I Let (GiJ.,G(j;') be an open covering of (X,A) ("11 is an open covering of X and "ll' C "ll is 
a covering of A) and let K(02l) be the nerve of ql and K'("ll') the subcomplex of 
K(Gll) which is the nerve of GIl' n A = {U' n A I u' E qr}. Prove that the chain com­
plexes (C(K(02l)),C(K'(GIl'))) and (C(X(ql)),C(A(GIl'))) are canonically chain equivalent. (Hint: 
If s = {Uo, ... ,Uq } is a simplex of K(GIl) [or of K'(q1')], let .\(s) be the subcomplex of 
X(GIl) [or of A("ll')] generated by all simplexes of X("l1) [or of A (GlL')] in n Ui. If 
S' = {Xo, ... ,Xq} is a simplex of X('OIl) [or of A'(ql')], let !lis') be the subcomplex 
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of K(01) [or of K'(01')] generated by all simplexes {Uo, ... , Ur } of K(01) [or of 
K'(''21')] such that Ui contains s' for 0 ::;; i ::;; r. Then C(.\(s)) and C(}.t(s')) are acyclic, and 
the method of acyclic models can be applied to prove the existence of chain maps 

T: (C(K(ql)),C(K'(ql'))) __ (C(X(cYl)),C(A(ql'))) 
T': (C(X(ql)),C(A(qJ))) __ (C(K(ql)),C(K'(cYl'))) 

such that T(C(S)) C C(.\(s)) and T'(C(S')) C C(p.(s')). Similarly, the method of acyclic 
models shows that T and T' are chain homotopy inverses of each other.!) 

2 Let ('Y,"V') be a refinement of ("11,"11'), let 7T: (K("V),K'("V')) __ (K(0J),K'(GiL')) be a pro­
jection map, and let i: (X('Y),A('Y')) C (X(cYl),A(01')). For any abelian group G prove that 
there is a commutative diagram 

H* (K(Gil),K'(01'); G) 

"·1 

H* (X(Gil),A(0J'); G) 

1j· 
H*(K("V),K'(T); G) :::::: H*(X('J),A('Y'); G) 

where the horizontal maps are induced by the canonical chain equivalences of exercise 1 
above. 

3 The Cech cohomology group of (X,A) with coefficients G is defined by fl* (X,A; G) = 
lim~ {H*(K(01),K'(01'); G)}. Prove that there is a natural isomorphism 

fl* (X,A; G) :::::: H* (X,Ai G). 

4 If dim (X - A) ::;; n, prove that HQ(X,A; G) = 0 for all q > n and all G. 

E THE KUNNETH FORMULA FOR CECH COHOMOLOGY 

If Kl and Kz are simplicial complexes, their simplicial product Kl ~ K z is the simplicial 
complex whose vertex set is the cartesian product of the vertex sets of Kl and of Kz and 

whose simplexes are sets {(vo,wo), ... ,(vq,Wq)}, where Vo, ... , Vq are vertices of 
some simplex of Kl and Wo, . . . , Wq are vertices of some simplex of K z. 

I Prove that Kl D. Kz is a simplicial complex, and if Ll C Kl and Lz C Kz, then 
Ll D. Lz C Kl D. Kz. 

2 For simplicial pairs (K1,L1) and Kz,Lz) define 

(K1,L1) ~ (Kz,Lz) = (Kl ~ Kz, Kl D. Lz U Ll ~ Kz) 

Prove that C((Kl,L1) D. (Kz,Lz)) is canonically chain equivalent to C(K1,L1) ® C(K2,L2). 

(Hint: Use the method of acyclic models.) 
3 Call an open covering (uk, JtI') of (X,A) special if '2;' = (U E '2; I unA op 4>1. If 
(~ '2;') is a special open covering of (X,A) and (~Y,Y') is a special open covering of (Y, B), 
let (U~ uti') X (~Y') = ('if", ~') be the special open covering of (X,A) X (Y,B) where 
''If = ( U X V I u E ~ V E ~r 1 and YI"' = ( U x V I U E '2;' or V E Y'I. Prove that 
(K(Yf/), KTYf/')) = (K( '2;), K'( uti')) tl(K(Y), K' (Y')). 

4 If A is closed in X, prove that the family of special open coverings of (X,A) is colinal 
in the family of all open coverings of (X, A). If (X, A) and (Y, B) are compact Hausdorff 
pairs, prove that the family of coverings of (X,A) X (Y,B) of the form (~'2;') X Cf(Y') 
where (UZ; uti') is a special open covering of (X,A) and (~Y') is a special open covering 
of (Y,B) is colinal in the family of all open coverings of (X,A) X (Y,B). 

1 For details see C. H. Dowker, Homology groups of relations, Annals of Mathematics, vol. 56, 
pp. 84-95, 1952. 
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5 If (X,A) and (Y,B) are compact Hausdorff pairs and G and G' are modules such that 
G * G' = 0, prove that there is a short exact sequence 

0-> (H! ® iI~)q -> flq((X,A) X (Y,B); G ® G') -> (fI! * iI~)q+1 -> 0 

where H! = H*(X,A; G) and H~ = H*(Y,B; G'). 

6 Let (X,A) and (Y,B) be locally compact Hausdorff pairs with A and B closed in X 
and Y, respectively. If G and G' are modules such that G * G' = 0, prove that there is a 
short exact sequence 

0-> (fH,1 ® H~ ,2)q -> Hcq((X,A) X (Y,B); G * G') -> (FI~,I * H~ ,2)q+1 -> 0 

where H~,I = H~ (X,A; G) and H~,2 = H~ (Y,B; G'). 

F LOCAL SYSTEMS AND SHEAVES 

Throughout this group of exercises we assume X to be a paracompact Hausdorff space. 

I If f is a local system on X, let f be the presheaf on X such that for an open 
set V C X, f(V) is the set of all functions f assigning to each x E X an element 
f(x) E f(x) with the property that for any path w in V, f(w(I)) = f(w)(f(w(O))). Prove that 
f is a sheaf on X and the association of f to f is a natural transformation from local sys­
tems to sheaves. 

2 A presheaf f on X is said to be locally constant if there is an open covering 0t = {U} 
of X such that if U E '71 and x E U, then f( U) ;::: lim_ {f( V)}, where V varies 
over open neighborhoods of x. If U E 0t and U' IS a connected open subset of U, prove 
that the composite 

f(U) -> f(U') -> f(U') 

is an isomorphism. Deduce that if f is a locally constant sheaf and U' is a connected 
open subset of U E 0t, then f( U) ;::: f( U'). 

3 If X is locally path connected and f' is a locally constant sheaf on X, prove that 
there is a local system f on X such that f ;::: f'. 

4 If X is locally path connected and semilocally I-connected, prove that there is a one­
to-one correspondence between equivalence classes of local systems on X and equiva­
lence classes of locally constant sheaves on X. 

5 If f is a local system of R modules on X, let tlq( • ;f) be the presheaf on X such that 
tlq(· ;f)(V) = tlq(V;f I V) for V open in X. Prove that tlq( • ;f) is fine. 

6 If f is a local system of R modules on X, let tI* ( . ;f) be the cochain complex of pre­
sheaves tlq( • ;f) on X and let 6.* ( . ;f) be the cochain complex of completions 6.q( • ;f). 
Prove that there is an isomorphism 

H* (tI* ( . ;f)(X)) ;::: H* (3.* ( . ;f)(X)) 

7 Let f be a local system of R modules on X and assume that Hq(tI* ( . ;f)) is locally 
zero on X for all q > O. Prove that there is an isomorphism 

fl*(X;f);::: H*(X;f) 

(Hint: Note that f = HO(tI* (. ;f)) and apply theorem 6.8.7.) 

G SOME PROPERTIES OF EUCLIDEAN SPACE 

I Find a compact subset X of H2 that is n-connected for all n and such that HI(X;Z) ;::: Z. 
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2 If X is a compact subset of Rn and dim X < n - 1, prove that Rn - X is connected. 

Let Al and A2 be disjoint closed subsets of Rn and let Zl E Hp(Al;R) and 
Z2 E Hq(A 2;R), with P + q = n - 1. If Zl E Hp(Al;R), let zl E Hp+l(Rn,Rn - A 2;R) be 
the image of Zl under the composite 

Hp(AI) --> Hp(Rn - A2) ~ Hp+l(Rn, Rn - A2) 

The linking number Lk (Zl,zz) E R is defined by 

Lk (Zl,Z2) = (Yu(Zl),Z2) 

where U is an orientation class of R n over R fixed once and for all. 

3 Prove that Lk (ZI,Z2) = (U, i*(z2 X zl), where 

i: A2 X (Rn, Rn - A2) C (Rn X Rn, Rn X Rn - 8(Rn)) 

4 Assume that Lk (Z2,Zl) is also defined [that is, Z2 E Hq(A2)]. Prove that Lk (Zl,Z2) = 
(_l)pq+1 Lk (Z2,ZI). 

5 Let Al be a p-sphere and A2 a q-sphere imbedded as disjoint subsets of Rn, where 
p + q = n - l. Prove that Hp (AI) -> Hp (R n - A2) is trivial if and only if 
Hq(A2) -> Hq(Rn - AI) is trivial. 

H IMBEDDINGS OF MANIFOLDS IN EUCLIDEAN SPACE 

I Prove that a compact n-manifold which is nonorientable over Z cannot be imbedded 
in Rn+l. 

2 Let X be a compact connected n-manifold imbedded in Rn+l and let U and V be 
the components of Rn+l - X. Let i: X C Rn+l - U and i: X C Rn+1 - V and prove 
that over any R, i*(H*(Rn+1 - U)) and j*(H*(Rn+l - V)) are sub algebras of 
H*(X) 

3 Prove that for n 2': 2 the real projective n-space pn cannot be imbedded in Rn+1. 



~HAPTER SEVEN 

HOMOTOPY THEORY 



WITH THIS CHAPTER WE RETURN TO THE CONSIDERATION OF GENERAL HOMOTOPY 

theory. Now that we have homology theory available as a tool, we are able to 
obtain deeper results about homotopy than we could without it. We shall con­
sider the higher homotopy groups in some detail and prove they satisfy 
analogues of all the axioms of homology theory except the excision axiom. We 
introduce the Hurewicz homomorphism as a natural transformation from the 
homotopy g£Oups to the integral singular homology groups. It leads us to the 
Hurewicz isomorphism theorem, which states roughly that the lowest-dimen­
sional nontrivial homotopy group is isomorphic to the corresponding integral 
homology group. 

We discuss next the concept of CW complex. The class of CW complexes 
is particularly suited for homotopy theory because it is the smallest class of 
spaces containing the empty space and, up to homotopy type, is closed with 
respect to the operation of attaching cells (even an infinite number). 

The last main result is the Brown representability theorem. It character­
izes by means of simple properties those contravariant functors from the 
homotopy category of path-connected pOinted CW complexes to the category 

363 
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of pointed sets that are naturally equivalent to the functor assigning to a 
CW complex the set of homotopy classes of maps from it to some fixed 
pointed space. 

Section 7.1 contains a general exactness property for sets of homotopy 
classes. Section 7.2 contains definitions of the absolute and relative homotopy 
groups and proofs of the exactness of the homotopy sequences of a pair, a 
triple, and a fibration. In Sec. 7.3 we consider the extent to which the homo­
topy groups depend on the choice of the base point used in their definition and 
prove analogues for the higher homotopy groups of properties established in 
Chapter One for the fundamental group. 

The Hurewicz homomorphism is defined in Sec. 7.4 and the Hurewicz 
isomorphism theorem is proved in Sec. 7.5. The proof establishes the absolute 
and relative Hurewicz theorems, as well as a homotopy addition theorem, by 
simultaneous induction. The Hurewicz theorem implies the Whitehead 
theorem, which asserts that a continuous map between simply connected 
spaces induces isomorphisms of all homotopy groups if and only if it induces 
isomorphisms of all integral singular homology groups. 

Section 7.6 introduces the concept of CW complex. Among the elementary 
properties established is the cellular-approximation theorem, which is an 
analogue for CW complexes of the simplicial-approximation theorem. Section 
7.7 deals with contravariant functors on the homotopy category of path­
connected pOinted spaces. We prove the representability theorem cited above, 
and apply it in Sec. 7.8 to obtain CWapproximations to a space or a pair and 
to discuss the related concept of weak homotopy type. The representability 
theorem will be used again in Chapter Eight. 

I EXACT SEqUENCES OF SETS OF HOMOTOPY CLASSES 

One of the most important properties of the homology functor is the exactness 
property relating the homology of the pair and the homology of each of the 
spaces in the pair. A similar exactness property is valid for functors defined 
by homotopy classes. This section is devoted to preliminaries about homotopy 
classes and a proof of this exactness property. Throughout the section we 
shall work in the category of pointed spaces, and unless stated to the contrary, 
(X,A) will be understood as a pair of pointed spaces (that is, A has the same 
base point as X) in which the subspace A and the base point are closed in X. 
Homotopies in this category are understood to preserve base points. If A C X, 
we use X/A to denote the space obtained from X by collapsing A to a single 
point (this point serving as the base point of X/A). If X' and A are closed 
subsets of X, then A/(A n X') is a closed subset of X/X'. Hence, if (X,A) is a 
pair and X' is closed in X, there is a pair (X/X', A/(A n X')), which will also 
be denoted by (X,A)/X'. 
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The unit interval 1 will be a pointed space with 0 as base point. The 
reduced cone CX over X is defined to be the space obtained from X X 1 by 
collapsing X X 0 U Xo X 1 to a point (so CX = X X l/(X X 0 U Xo X 1)). 
We shall use [x,t) to denote the point of CX corresponding to the point 
(x,t) E X X I under the collapsing map X X 1 -7 CX. X is imbedded as a 
closed subset of CX by the map x -7 [x,l). If (X,A) is a pair, then CA is a 
subspace of CX and C(X,A) is defined to be the pair (CX,CA). 

I LEMMA A map f: (X,A) -7 (Y,B) is null homotopic if and only if there 
is a map F: C(X,A) -7 (Y,B) such that F[x,l) = f(x) for all x E X. 

PROOF There is a one-to-one correspondence between null homotopies 
H: (X,A) X 1-7 (Y,B) of f and maps F:C(X,A) -7 (Y,B) such that F[x,l) = f(x), 
given by the formula 

F[x,t) = H(x, 1 - t) • 

The following relative homotopy extension property can also be deduced 
from the relative form of theorem 1.4.12. 

2 LEMMA Given f: C(X,A) -7 (Y,B) and a homotopy G: (X,A) X 1 -7 (Y,B) 
of f I (X,A), there is a homotopy F: C(X,A) X 1-7 (Y,B) of f such that 
F I (X,A) X 1 = G. 

PROOF An explicit formula for F is 

{f[x, t(l + t')) 
F([x,t), t') = G(x, t(l + t') - 1) 

t(l + t') ::::: 1 
1 ::::: t(l + t') • 

The homotopy class of the unique constant map (X,A) -7 (Y,B) is denoted 
by 0 E [X,A; Y,B) [it consists of the null-homotopic maps (X,A) -7 (Y,B)). 
Because the composite, on either side, of a null-homotopic map and an arbi­
trary map is null homotopic, the element 0 is a distinguished element of 
[X,A; Y,B), and we regard [X,A; Y,B) as a pointed set with this distinguished 
element. Given a map f: (X',A') -7 (X,A), the kernel of the induced map 

f#: [X,A; Y,B) -7 [X',A'; Y,B) 

is defined to be the pointed set f#-l(O) and is denoted by ker f#. 
We now show how to map another set of homotopy classes into 

[X,A; Y,B) so that its image equals ker f#. This will be the basis for the exact­
ness property we seek. The mapping cone Cr of a map f: X' -7 X is defined 
to be the quotient space of CX' v X by the identifications [x',l) = f(x') for all 
x' EX'. Given a map f: (X',A') -7 (X,A), let f': X' -7 X and f": A' -7 A be 
maps defined by f. Then C{" is a closed subspace of Cr and there is a pair 
(Cr,Cd. There is a functorial imbedding i of (X,A) as a closed subpair of 
(Cr,Cd· 

A three-term sequence of pairs and maps 

(X',A') ~ (X,A) --f4 (X",A") 
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is said to be exact if for any pair (Y,B) (where B is not necessarily closed in Y) 
the associated sequence of pOinted sets 

[Y,B; X',A'] ~ [Y,B; X,A] !!!4 [Y,B; X",A"] 

is exact (that is, ker g# = im f#). Similarly, it is sajrl to be coexact if the 
sequence of pointed sets 

[X",A"; Y,B] ~ [X,A; Y,B] 4 [X',A'; Y,B] 

is exact (that is, ker f# = im g#). A sequence of pairs and maps (which may 
terminate at either or both ends) 

... ~ (Xn+I,An+1) ~ (Xn,An) fn-l) (Xn-I,An- 1 ) ~ ..• 

is said to be an exact sequence (or a coexact sequence) if every three-term 
sequence of consecutive pairs is exact (or coexact). 

3 THEOREM For any map f: (X',A') ~ (X,A) the sequence 

(X',A') -4 (X,A) ~ (C("C",) 
is coexact. 

PROOF Let (Y,B) be arbitrary (with B not necessarily closed in Y) and con­
sider the sequence 

[C("C(,,; Y,B] ~ [X,A; Y,B] L [X',A'; Y,B] 

We now show that im ,i# C ker f#. The composite i 0 f: (X',A') ~ (C("Cd 
equals the composite 

(X',A') C C(X',A') C C(X',A') v (X,A) .!4 (C("C",) 

where k is the canonical map to the quotient. However, the inclusion map 
(X',A') C C(X',A') is null homotopic [by lemma 1, because this inclusion map 
can be extended to the identity map of C(X',A')]. Therefore i 0 f is null 
homotopic, and so im (f# 0 i#) = 0, proving that im i# C ker f#. 

Assume that g: (X,A) ~ (Y,B) is such that f#[g] = ° (that is, g 0 f is null 
homotopic). By lemma 1, there is a map G: C(X',A') ~ (Y,B) which extends 
go f. Then G and g define a map G': C(X',A') v (X,A) ~ (Y,B) such that 
G' I C(X',A') = G and G' I (X,A) = g. Since 

G'[x',l] = G[x',l] = g(f(x')) = G'(f(x')) x' EX' 

there is a map h: (C("C{,,) ~ (Y,B) such that G' = h 0 k. Then hi (X,A) = g, 
showing that hoi = g or [g] = i#[h]. Therefore ker f# C im i#. • 

For a map f: (X',A') ~ (X,A) we have a sequence 

4 (X',A').4 (X,A) ~ (C("Cd -4 (Ci"Cd ~ (Cl,Cr) 

and by theorem 3, it follows that this sequence is coexact. 
Thus we have succeeded in imbedding the map 

f#: [X,A; Y,B] ~ [X',A'; Y,B] 
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in an exact sequence. We shall show that the pairs (Ci"Cd and (Cj',C;u) in 
sequence 4 can be replaced by other pairs more explicitly expressed in terms 
of (X',A'), (X,A), and f. 
'" LEMMA Let (Y,B) be a pair and let Y' be a closed subset of Y. Assume 
that there is a homotopy H: (Y,B) X I ~ (Y,B) such that 

(a) H(y,O) = y, for y E Y. 
(b) H(Y' X 1) C Y'. 
(c) H(Y' X 1) = yo. 

Then the collapsing map k: (Y,B) ~ (Y,B)/Y' is a homotopy equivalence. 

PROOF Define a map f: (Y,B)/Y' ~ (Y,B) by the equation 

f(k(y)) = H(y,I) Y E Y 

[this is well-defined, because H(Y' X 1) = yo]. We show that f is a homotopy 
inverse of k. By definition of f, we see that H is a homotopy from I(y,B) to f 0 k. 
On the other hand, because H(Y' X 1) C Y', there is a homotopy 

H': ((Y,B)/Y') X I ~ (Y,B)/Y' 

such that H'(k(y),t) = k(H(y,t)) for y E Yand t E 1. Then 

k(f(k(y))) = k(H(y,I)) = H'(k(y),I) y E Y 

Therefore H' is a homotopy from the identity map of (Y,B)/Y' to k 0 f, and f 
is a homotopy inverse of k. • 

6 COROLLARY Let f: (X',A') ~ (X,A) be a map and let i: (X,A) C (C{"C",). 
Then CX C Ci', (Ci"Cd/CX = (C{"C",)/X, and the collapsing map 

k: (Ci"Cd ~ (Ci"Cd/CX 

is a homotopy equivalence. 

PROOF Ci' is the quotient space of CX'v CX with the identifications [x',I] = 
[f(x'),I] for all x' E X', hence CX C Ci" Since Ci' is the union of the closed 
subspaces CX and C{" it follows that 

Ci,/CX = Cr/(C{, n CX) = Cr/X 

Similarly, Ci,,/CA = C",/A, and because Ci" n CX = CA, 

(Ci"Cd/CX = (C{"C",)/X 

This proves the first two parts of the corollary. 
Let F: C(X,A) X I ~ C(X,A) be the contraction defined by F([x,t], t') = 

[x, (1 - t')t] and let g: C(X',A') ~ (Ci"Cd be the composite 

C(X',A') C C(X',A') v C(X,A) ~ (Ci"Cd 

where the second map is the canonical map. The composite 

(X',A') X I ~ (X,A) X I C C(X,A) X 1.4 C(X,A) C (Ci"Cd 



368 HOMOTOPY THEORY CHAP. 7 

is a homotopy G: (X' ,A') X I ~ (Ci"Cd such that G(x',O) = [f(x'),l] = g[x',l]. 
By lemma 2, there is a homotopy F': C(X',A') X I ~ (Ci,Cd such that 
F'I (X',A') X I = G and F'([x',t], 0) = g([x',t]). Then a homotopy 

H· (G, G,,) X I ~ (C·, C·,,) 
• 1., 1. "" 1. 

is defined by the equations 

H([x',t], t') = F'([x',t], t') x' EX'; t, t' E I 
H([x,t], t') = F([x,t], t') x E X; t, t' E I 

[this is well-defined because F'([x',l], t') = G(x',t') = F([f(x'),l], t')]. Then H 
satisfies a, b, and c of lemma 5 with (Y,B) = (Ci"Cd and Y' = CX. Therefore 
k: (Ci"Cd ~ (Ci"Cd/CX is a homotopy equivalence. • 

Recall from Sec. 1.6 that the suspension SX is defined as the space 
X X II(X X 0 U Xo X I U X X 1) (therefore SX = CXIX). For a pair (X,A) 
we define S(X,A) = (SX,SA). Then, for any map f: (X' ,A') ~ (X,A), we have 
(Cr,C")IX = S(X',A'), and we let k: (Cr,C,,) ~ S(X',A') be the collapsing map. 

7 LEMMA For any map f: (X',A') ~ (X,A) the sequence 

(X',A').4 (X,A) ~ (Cr,C,,) ~ S(X',A') §4 S(X,A) 
is coexact. 

PROOF We shall use the coexact sequence 4, 

(X',A') -4 (X,A) ~ (Cr,C,,) -4 (Ci"Cd ~ (Cl,Cr) 

By corollary 6, there is a homotopy equivalence 

(Ci"Cd ~ (Cr,C")IX = S(X',A') 

and the composite (Cr,C{,,) -4 (Ci"Cd 14 S(X',A') is seen to be the collapsing 
map k: (Cr,C,,) ~ S(X',A'). Also by corollary 6, there is a homotopy equivalence 

k" (Cl,Cr) ~ (Cl,Cr)ICCr = (Ci"Cd/Cr = S(X,A) 

and the composite (Ci"Cd ~ (Cl,Cr) !4 S(X,A) is easily seen to be the 
collapsing map k: (Ci"Cd ~ (Ci"Cd/C" = S(X,A). Let g: S(X',A') ~ S(X,A) 
be the map defined by g([x',t]) = [f(x'), 1 - t]. The triangle 

(Ci',Cd 

kl \k 
S(X',A') ~ S(X,A) 

is homotopy commutative because a homotopy 

H: (Ci"Cd X I ~ S(X,A) 

from k to g 0 k' is defined by 

H([x',t], t') = [f(x'), 1 - tt'] 
H([x,t], t') = [x, (1 - t')t] 

x' EX'; t, t' E I 
x E X; t, t' E I 
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[this is well-defined because H([x',l], t') = [f(x'), 1 - t'] = H([f(x'),l], t')]. 
Therefore there is a homotopy-commutative diagram . 

(Cr,C,,) -4 (Ci"Cd ~ (Cj',Cr) 

k\ k'l kul 

S(X',A') ~ S(X,A) 

in which k' and k" are homotopy equivalences. From the coexactness of the 
sequence 4, the coexactness of the sequence 

(X',A') -4 (X,A) ~ (Cr,C,,) ~ S(X',A') ~ S(X,A) 

follows. Let h: S(X,A) ~ S(X,A) be the homeomorphism defined by h([x,t]) = 
[x, 1 - t]. The coexactness of the above sequence implies the coexactness of 
the sequence 

(X',A') L (X,A) ~ (Cr,C,,) ~ S(X',A') ~ S(X,A) 

Because hog = Sf, this is the desired result. -

8 LEMMA If the sequence 

(X',A') -4 (X,A) ~ (X",A") 

is coexact, so is the suspended sequence 

S(X',A') ..§4 S(X,A) ~ S(X" ,A") 

PROOF For any pair (Y,B) let Q(Y,B) = (QY,QB). By theorem 2.8 in the 
Introduction, there is a commutative diagram (in which the vertical maps are 
equivalences of pointed sets) 

[S(X",A"); Y,B] (Sg)#) [S(X,A); Y,B] (Sf)#) [S(X',A'); Y,B] 

t t t 
[X",A"; Q(Y,B)] ~ [X,A; Q(Y,B)] L [X',A'; Q(Y,B)] 

Hence im (Sg)# = ker (Sf)# in the top sequence is equivalent to im g# = ker f# 
in the bottom sequence. -

We define Sn(x,A) inductively for n ~ 0 so that 

SO(X,A) = (X,A) 
Sn(X,A) = S(Sn-l(X,A)) n~l 

9 THEOREM For any map f: (X',A') ~ (X,A) the sequence 

(X',A') L (X,A) ~ ... Snf) Sn(X,A) Sni) Sn(C"C,,) Snk) sn+1(X',A') Sn+lf) •.• 

is coexact. 

PROOF From lemmas 7 and 8, for n ~ 0 there is a coexact sequence 

Sn(X' ,A') Snf) Sn(X,A) Sni) Sn(Cf"C,,) Snk) Sn+1(X',A') Sn+1f) Sn+1(X,A) 
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Since every three-term subsequence of the sequence in the theorem is con­
tained in one of these five-term co exact sequences, the result follows. -

In the coexact sequence of theorem 9 all but the first three pairs are 
H cogroup pairs, and all but the first three of these are abelian. Furthermore, 
all maps between H cogroup pairs are homomorphisms. Thus, for any (Y,B) 
the coexact sequence of homotopy classes of maps of the sequence of 
theorem 9 into the fixed pair (Y,B) (with B not necessarily closed in Y) con­
sist of groups and homomorphisms except for the last three pointed sets, and 
all but three of the groups are abelian. 

We now show how the last group in the sequence, namely [S(X',A'); Y,B], 
acts as a group of operators on the left on the next set in the sequence, 
namely [Gr,Gr ,; Y,B], in such a way that the orbits are mapped injectively by 
i# into [X,A; Y,B]. If a: S(X',A') ~ (Y,B) and /3: (Gr,G",) ~ (Y,B), we define 

a T /3: (Gr,G",) ~ (Y,B) 

by ( T /3)[ '] { a[x',2t] 
a x ,t = /3[x', 2t _ 1] 

and (a T /3)(x) = /3(x) 

o ::::; t ::::; Ih, x' E X', tEl 
Ih ::::; t ::::; 1, x' EX', tEl 

x E X 

It is then clear that (a T /3) 1 (X,A) = /31 (X,A), and the following statements 
are easily verified. 

lOa ~ a' and /3 ~ /3' (or /3 ~ /3' reI X) implies a T /3 ~ a' T /3' (or 
a T /3 ~ a' T /3' reI X). -

I I If ao is the constant map, then ao T /3 ~ /3 reI X. -

12 (a1 * (2) T /3 ~ a1 T (a2 T /3) reI X. -

13 a1 T (a2 0 k) ~ (a1 * (2) 0 k reI X. -

Given maps /31,/32: (Gr,G",) ~ (Y,B) such that /31 1 (X,A) = /321 (X,A), we 
define d(/31,/32): S(X',A') ~ (Y,B) by 

d(/3 /3)[ '] {/31[ x' ,2t] 
1, 2 x ,t = /32[X', 2 _ 2t] 

The following results are easily verified. 

o ::::; t ::::; Ih, x' EX', tEl 
Ih ::::; t ::::; 1, x' EX', tEl 

14 /31 ~ /31 reI X and /32 ~ /32 rel X imply d(/3b/32) ~ d(/31,/32)' -

IS d(/31,/33) ~ d(/31,/32) * d(/32,/33)' -

16 d(a T /3,j3) ~ a. -

17 /31 ~ d(/31,/32) T /32 reI X. -

From statements 17, lO, and 11, it follows that if d(/31,/32) is null homo­
topic, then /31 ~ /32 reI X. Conversely, if /31 ~ /32 reI X, it follows from 
statements 11, 14, and 16 that 

d(/31,/32) ~ d(ao T /31,/31) ~ ao 



SEC. 2 HIGHER HOMOTOPY GROUPS 371 

Therefore we have f3l = f3z reI X if and only if d(f3l,f3z) is null homotopic. 
By statements 10, 11, and 12, there is an action of [S(X',A'); Y,B] on the 

left on [C("C(,,; Y,B] defined by [a] T [f3] = [a T f3]. 

18 THEOREM Given [f3l], [f3z] E [C("C(,,; Y,BJ, then i#[f3l] = i#[f3z] if and 
only if there is [a] E [S(X',A'); Y,B] such that [f3l] = [a] T [f3z]. 

PROOF By the definition of a T f3z we see that 

i#[a T f3z] = [(a T f3z) I (X,A)] = [f3zl (X,A)] = i#[f3z] 

showing that i#([a] T [f3z]) = i#[f3z]. Conversely, if i#[f3d = i#[f3z], we can 
choose representatives f3l and f3z such that f3l I (X,A) = f3z I (X,A) [because 
the map i: (X,A) C (C(',C(") is a cofibration]. Then, by statement 17, 

[f3l] = [d(f3l,f3z) T f3z] = [d(f3l,f3z)] T [f3z] • 

19 THEOREM Given [al], [az] E [S(X',A'); Y,B], then k#[ al] = k#[ az] if and 
only if there is [y] E [S(X,A); Y,B] such that [az] = [all + (Sf)#[y]. 

PROOF By statement 13, if f3o: (C",Cd ~ (Y,B) is the constant map 

k#[al * (y 0 Sf)] = [all T (k#Sf#[y]) = [all T [f3o] 
= [al] T k#[ ao] = k#[ al * ao] 

Therefore k#([al] + (Sf)#[y]) = k#[al]' Conversely, if k#[al] = k#[az], then 
by statements 10 and 13, 

0= k#[al- l * al] = [aI-I] T k#[al] = [aI-I] T k#[az] = k#[al- l * az] 

Therefore there is [y] E [S(X,A); Y,B] such that [a1- l * az] = (Sf)#[y], and so 

[az] = [all + [al- l * az] = [all + (Sf)#[y] • 

2 HIGHER HOMOTOPY GROUPS 

The higher homotopy groups of a space or pair are covariant functors defined 
to be sets of homotopy classes of maps of fixed spaces or pairs into the 
given one. In the absolute case these are the functors already defined in 
Sec. 1.6. The exactness property established in ~e last section implies an 
important exactness property relating relative and absolute homotopy groups. 
This section contains definitions of the homotopy groups, some of their 
elementary properties, and a proof of the exactness of the homotopy sequence 
of a fibration. 

We shall use 0 as base point for I and for the subspace j C 1. Let X be a 
space with base point Xo. For n ;;::: 1 the homotopy group 7Tn(X) [or 7Tn(X,XO), 
when it is important to indicate the base point] is the group [sn(i );X] [this being 
equivalent to the definition given in Sec. l.6, because Sn is homeomorphic to 
Sn(SO) :::::: Sn(i )]. For n = 0 the homotopy set 7To(X) is defined to be the 
pointed set [i;X] (that is, the set of path components of X with the path com-
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ponent of Xo as distinguished element). Then 'TTn is a covariant functor from 
the category of pointed spaces to the category of abelian groups if n ~ 2, the 
category of groups if n = 1, and the category of pointed sets if n = 0. 

Let (X,A) be a pair with base point Xo E A. For n ~ 1 the nth relative 
horrwtopy group (or homotopy set for n = 1), denoted by 'TTn(X,A) or 
'TTn(X,A,xo), is defined to equal [sn-l(I,i); X,A]. Then 'TTn is a covariant functor 
from the category of pairs of pointed spaces to the category of abelian groups 
if n ~ 3, the category of groups if n = 2, and the category of pointed sets if 
n=1. 

There is a homeomorphism of S(1) with Iji which sends [O,t] E s(i) to 
the base point of Iji and [I,t] E S(i) to that point of Iji determined by the 
point t E 1. Therefore, for n ~ 1, sn(i) and sn-l(Iji) = Sn-l(I)jsn-l(i) are 
homeomorphic. This induces a natural one-to-one correspondence between 
[Sn-l(I,i); X, {xo}] and [Sn(i );X]. By means of this correspondence we iden­
tify the relative homotopy group 'TT n(X, {xo}) for n ~ 1 with the absolute 
homotopy group 'TTn(X). Then the inclusion map j: (X,{xo}) C (X,A) induces a 
homomorphism 

n ~ 1 

Because sn(i) is path connected for n ~ 1, it follows that if X' is the path 
component of X containing xo, the inclusion map X' C X induces isomorphisms 
'TTn(X') :::::; 'TTn(X) for n ~ 1. Similarly, if A' is the path component of A contain­
ing xo, the inclusion map (X' ,A') C (X,A) induces isomorphisms 'TTn(X',A') :::::; 
'TTn(X,A) for n ~ 1. 

We present an alternative description of t~e relative homotopy groups. 
For n ~ 1 there is a homeomorphism of Sn-l(I,I) with (I X In-I, i X In-l)j 
(I X jn-l U ° X In-l) sending [ ... [t,tl], ... ,tn-I] to [t,tl, ... ,tn-I] 
(10 is a single point and i o is empty). Therefore, for n ~ 1, 'TTn(X,A,xo) is in 
one-to-one correspondence with the set of homotopy classes of maps 

(In, in, I X in- 1 U ° X In-I) ~ (X,A,xo) 

Since I X i n- 1 U ° X In-l is contractible, if zo = (0,0, . . . ,0), the inclusion 
map 

(In,in,zo) C (In, in,) X in- 1 U ° X In-l) 

is a homotopy equivalence. Hence, for n ~ 1, 'TTn(X,A,xo) is in one-to-one 
correspondence with the set of homotopy classes of maps 

(In,in,zo) ~ (X,A,xo) 

Since (In,in,zo) is homeomorphic to (En,Sn-l,po) for n ~ 1, 'TTn(X,A,xo) is in 
one-to-one correspondence with the set of homotopy classes of maps 

(En,Sn-l,po) ~ (X,A,xo) 

The following condition for a map (En,Sn-l,po) ~ (X,A,xo) to represent 
the trivial element of 'TT n(X,A,xo) is a relative version of theorem 1.6.7. 

I THEOREM Given a map a: (En,Sn-l,po) ~ (X,A,xo), then [a] = ° in 
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'lTn(X,A,xo) if and only if a is homotopic relative to Sn-1 to some map of En to A. 

PROOF Assume [a] = 0 in 'lTn(X,A,xo). Then there is a homotopy 

H: (En,Sn-l,po) X I ~ (X,A,xo) 

from a to the constant map En ~ Xo. A homotopy H' relative to Sn-1 from a 
to some map En to A is defined by 

H'(z,t) = 
H( z t) 

1 - t/2 ' 

HCI:II ' 2 - 211ZII) 

o :::;: Ilzll :::;: 1 - ~ 

t 
1 - "2 :::;: Ilzll :::;: 1 

Conversely, if a is homotopic relative to Sn-1 to some map a' such that 
a'(En) C A, then [a] = [a'] in 'lTn(X,A,xo), and it suffices to show that [a'] = 0 
in 'lTn(X,A,xo). A homotopy H: (En,Sn-l,po) X I ~ (X,A,xo) from a' to the 
constant map En ~ Xo is defined by 

H(z,t) = a'((l - t)z + tpo) • 

A pair (X,A) is said to be n-connected for n ~ 0 if for 0 :::;: k :::;: n every 
map a: (Ek,Sk-1) ~ (X,A) is homotopic relative to Sk-1 to some map of 
Ek to A. For k = 0, (EO,S-l) is a pair consisting of a single point and the 
empty set, and the condition that every map a: (EO,S-l) ~ (X,A) be homo­
topic to a map EO ~ A is equivalent to the condition that every point of X 
be joined by a path to some point of A. From theorem 1 we obtain the fol­
lowing relation between n-connectedness of (X,A) and the vanishing of rela­
tive homotopy groups of (X,A). 

2 COROLLARY A pair (X,A) is n-connected for n ~ 0 if and only if every 
path component of X intersects A and for every point a E A and every 
1 :::;: k :::;: n, 'lTk(X,A,a) = O. • 

For n ~ 1 there is a map (which is a homomorphism for n ~ 2) 

0: 'lTn(X,A,xo) ~ 'lTn-1(A,xo) 

defined by restriction. That is, given a: sn-1(I,i) ~ (X,A), then 

ora] = [a I Sn-1(i)] 

It is trivial that if f: (X',A',x&) ~ (X,A,xo) is a map, there is a commutative 
square 

'lTn(X',A',x&) ~ 'lTn_1(A',x&) 

'lTn(X,A,xo) ~ 'lTn(A,xo) 

In other words, 0 is a natural transformation between covariant functors 
'lTn(X,A) and 'lTn_1(A) on the category of pairs (X,A) of pOinted spaces. Thus 
the homotopy-group functors and the natural transformation 0 are in analogy 
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with the constituents of a homology theory. We shall show that they also 
satisfy many of the axioms of homology theory. It is obvious that the homo­
topy axiom and the dimension axiom are satisfied for the homotopy-group 
functors. 

We shall now investigate the exactness property. Given a pair (X,A) of 
pointed spaces, let i: A C X and i: (X,{xo}) C (X,A). The homotopy sequence 
of (X,A) [or of (X,A,xo)] is the sequence of pointed sets (all but the last three 
being groups) 

... ~ '7Tn+l(X,A) ~ '7Tn(A) ~ '7Tn(X) ~ '7Tn(X,A) ~ ... ~ '7To(X) 

3 THEOREM The homotopy sequence of a pair is exact. 

PROOF Letf: (i,{0}) C (i,i) andletf': i C iand!,,: {O} c i. By theorem 
7.1.9, there is a coexact sequence 

(i,{0}) -4 (i,i) ~ (Cr,Cd ~ S(i,{O}) §4 S(i,i) ~ .. , 

Let g: (Cr,C",) ~ (I,i) be the homeomorphism defined by g([O,t]) = 0 and 
g([l,t]) = t. Then the composite g 0 i is the inclusion map i': (i,i) C (I,i), and 
the composite k 0 g-l equals the composite 

(I,i) ~ (Iji,{O}) ~ (S(i),{O}) 

where k' is the collapsing map and h is the homeomorphism used in identify­
ing '7Tn(X,{XO}) with '7Tn(X). Therefore there is a coexact sequence 

(i,{O}) -4 (i,i) ~ (I,i) ~ S(i,{O}) §4 

This yields an exact sequence 

... ~ '7Tn+l(X,A) (Sni')#) '7Tn(A) (Snf)#) '7Tn(X) (Sn-l(h o k'»#) '7Tn(X,A) ~ ... ~ '7To(X) 

The proof is completed by the trivial verification that 

(Sni')# = a, (snf)# = i#, and (Sn-l(h 0 k'))# = i# • 

4 COROLLARY For n ~ 0, (En+l,Sn) is n-connected. 

PROOF For n ~ 0, En+l is path connected and Sn is nonempty; therefore 
every path component of En+l meets Sn. If x E Sn, then '7Tk(En+l,x) = 0 for 
o ::; k, because En+! is contractible. By theorem 3.4.11, '7Tk(Sn,X) = 0 if 
o ::; k < n. It follows from theorem 3 that '7Tk(En+l,Sn,x) = 0 for 1 ::; k ::; n. 
The result follows from corollary 2. • 

We shall see that the excision property fails to hold for the homotopy 
group functors. There is, however, a different property possessed by the 
homotopy group functors but not by homology functors. This property is the 
existence of an isomorphism between the absolute homotopy groups of the 
base space of a fibration and the corresponding relative homotopy groups of 
the total space modulo the fiber. This is true for a more general class of maps 
than fibrations, and we now present the relevant definition. 

A map p: E ~ B is called a weak fibration (or Serre fiber space in the 
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literature) if P has the homotopy lifting property with respect to the collection 
of cubes {In }n;>o. E is called the total space and B the base space of the weak 
fibration. For b E B, p-l(b) is called the fiber over b. 

If s is a simplex, lsi is homeomorphic to some cube, and so a map 
p: E ~ B is a weak fibration if and only if it has the homotopy lifting prop­
erty with respect to the space of any simplex. We shall show that, in fact, a 
weak fibration has the homotopy lifting property with respect to any 
polyhedron. 

It is clear that a fibration is a weak fibration. If p: E ~ B is a weak 
fibration and f: B' ~ B is a map, let E' be the fibered product of B' and E. 
Then there is a weak fibration p': E' ~ B', called the weak fibration induced 
from p by f 
:. LEMMA Let p: E ~ B be a weak fibration and let g; In X 0 U jn X I ~ E 

and H: In X I ~ B be maps, with n ;:::: 0, such that H is an extension of 
p 0 g. Then there is a map G: In X I ~ E such that p 0 G = Hand G is an 
extension of g. 

PROOF The lemma asserts that the dotted arrow in the diagram 

In X 0 U jn X I ~ E 

n~ 

In X I 

~P 

..14B 

represents a map making the diagram commutative. This follows from the 
homotopy lifting property of p since the pair (In X I, In X 0 U jn X I) is 

homeomorphic to the pair (In X I, In X 0). • 

6 THEOREM Let (X,A) be a polyhedral pair and let p: E ~ B be a weak 
fibration. Given maps g: X X 0 U A X I ~ E and H: X X I ~ B such that 
H is an extension of p 0 g, there is a map G: X X I ~ E such that p 0 G = H 
and G is an extension of g. 

PROOF The method of obtaining G involves a standard stepwise-extension 
procedure over the successive skeleta of a triangulation of X. Let (K,L) be a 
triangulation of (X,A) and identify (X,A) with (IKI,ILI). For q ;:::: -1 set 
Xq = IKI X 0 U (IKq U LI X 1), so that X_l = X X 0 U A X I and Xq- l C Xq 
for q ;:::: O. By induction on q, we shall define a sequence of maps Gq: Xq ~ E 
such that 

(a) G_ l = g 
(b) Gq I Xq- l = Gq- l for q ;:::: 0 
(c) po Gq = HI Xq for q ;:::: -1 

Once a sequence {Gq } with these properties is obtained, a map G: X X I ~ E 
with the desired properties is defined by the conditions G I Xq = Gq, for 
q ;:::: -1. Thus the problem is reduced to the construction of such a 
sequence {Gq }. 
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Condition (a) defines G-l . Assume Gq defined for q < n, where n 2:: o. 
To define Gn to satisfy conditions (b) and (c), for every n-simplex s E K - L 
let gs: lsi X 0 U lsi X I --,) E and Hs: lsi X I --,) B be the maps defined by 
gs = Gn - l I (lsi X 0 U lsi X 1) and Hs = H I (lsi X 1). Because (lsl,181) is 
homeomorphic to (In,in), it follows from lemma 5 that there is a map 
Gs: lsi X I --,) E such that Gs I (lsi X 0 U lsi X 1) = gs and po Gs = Hs. 
Then a map Gn: Xn --,) E satisfying conditions (b) and (c) is defined by the 
conditions Gn I Xn - l = Gn - l and Gn I (lsi X 1) = Gs for s an n-simplex of 
K - L. • 

Taking A to be empty in theorem 6, we see that a weak fibration has the 
homotopy lifting property with respect to any polyhedron. 

7 COROLLARY Let (X',A') be a polyhedral pair such that A' is a strong 
deformation retract of x' and let p: E --,) B be a weak fibration. Given maps 
g': A' --,) E and H': X' --,) B such that H' I A' = P 0 g', there is a map 
G': X' --,) E such that p 0 G' = H' and G' I A' = g'. 

PROOF Let D: X' X I --,) X' be a strong deformation retraction of X' to A'. 
Then D(X' X 1 U A' X 1) C A', and we define g: X' X 1 U A' X I --,) E to 
be the composite 

X' X 1 U A' X I ~ A' ~ E' 

Let H: X' X I --,) B be the composite 

X'XI~X'~B 

Then H is an extension of p 0 g, and it follows from theorem 6 that there is a 
map G: X' X I --,) E such that p 0 G = Hand G is an extension of g. Let 
G': X' --,) Ebe defined by G'(x') = G(x',O). Then G' has the desired properties. • 

The following theorem is the main result relating the homotopy groups 
of the base and total space of a weak fibration. 

8 THEOREM Let p: E --,) B be a weak fibration and suppose bo E B' C B. 
Let E' = p-l(B') and let eo E p-l(bo). Then p induces a bijection 

p#: 7Tn(E,E',eo) :::::: 7Tn(B,B',bo) n 2:: 1 

PROOF To show that p# is surjective, let a: (In,in,zo) --,) (B,B',bo) represent 
an element of 7Tn(B,B',bo). Because Zo is a strong deformation retract of In, we 
can apply corollary 7 to the pair (In,{zo}) and to maps g': {zo} --,) E and 
H': In --,) B, where g'(zo) = eo and H' = a I In. We then obtain a map 
G': In --,) E such that po G' = H' and G'(zo) = eo. Then 

G'(in) C p-l(H'(in)) C p-l(B') = E' 

Therefore G' defines a map a': (In,in,zo) --,) (E,E',eo) such that p 0 a' = a. 
Then a' represents an element [a'] E 7Tn(E,E',eo) and p#[a'] = [a]. 

To show that P# is injective, let lXO,al: (In,in,zo) --,) (E,E',eo) be such that 
p 0 ao ~ p 0 al. Let X' = In X I and A' = (In X 0) U (zo X I) U (In Xl). 
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Then (X',A') is a polyhedral pair, and because X' and A' are both contractible, 
A' is a strong deformation retract of X'. Let g': A' ~ E be defined by 
g'(z,O) = (l'o(z), g'(z,l) = (l'l(Z), and g'(zo,t) = eo and let H': X' ~ B be a map 
which is a homotopy from p 0 (1'0 to P 0 (1'1 in (B,B',bo). By corollary 7, there 
is a map G': X' ~ E such that p 0 G' = H' and G' I A' = g'. Since 

G'(in X 1) C p-1(H'(in X 1)) C p-1(B') = E' 

G' is a homotopy from (1'0 to (1'1 in (E,E',eo); hence [(1'0] = [(1'1] in 7Tn(E,E',eo). • 

9 COROLLARY Let p: E ~ B be a weak fibration, bo E B, and eo E F = 
p-1(bo). Then p induces a biiection 

n> 1 

PROOF This follows from theorem 8 on taking B' = {bo} and using the 
canonical identification 7Tn (B,{bo},bo) = 7Tn (B,bo). • 

If p: E ~ B is a weak fibration with F = p-1(bo) and eo E F, we define 

n> 1 

to be the composite 

7Tn(B,bo) p#-\ 7Tn(E,F,eo)..z... 7Tn-1(F,eo) 

The homotopy sequence of the weak fibration is the sequence 

... ~ 7Tn(F,eo) ~ 7Tn(E,eo) ~ 7Tn (B,bo) ~ 7Tn-1(F,eo) ~ 

where i: (F,eo) C (E,eo). 

~ 7To(B,bo) 

10 THEOREM The homotopy sequence of a weak fibration is exact. 

PROOF Exactness at 7To(E,eo) is an easy consequence of the homotopy lifting 
property. Exactness at any set to the left of 7To(E,eo) is a consequence of the 
exactness of the homotopy sequence of the pair (E,F). • 

II COROLLARY Let p: E ~ B be a weak fibration with unique path lifting. 
Then p induces an isomorphism 

PROOF Because F = p-1(p(eo)) has no nonconstant paths (by theorem 2.2.5), 
7Tq(F,eo) = 0 for q ~ 1. The result then follows from theorem 10. • 

12 COROLLARY For q ~ 2, 7Tq(Sl) = O. 

PROOF This follows from application of corollary 11 to the covering projec­
tion p: R ~ 51 and the fact that because R is contractible, 7Tq(R) = 0 for all 

q ~ O. • 

13 COROLLARY Let p: 52n+1 ~ Pn(C) be the Hopf fibration. Then p induces 
an isomorphism 
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PROOF Because F = 51 for the Hopf fibration, this follows from corollary 12 
and theorem 10. • 

14 COROLLARY 7T3(52) =1= o. 
PROOF Because the identity map (53,po) C (53,po) induces a nontrivial 
homomorphism of H3(53,po), it is not homotopic to the constant map. There­
fore 7T3(53) =1= 0, and the result follows from corollary 13, with n = 1 (since 
P1(C) :::::: 52). • 

This last result shows that, unlike the homology groups, the homotopy 
groups of a polyhedron need not vanish in degrees larger than the dimension 
of the polyhedron. 

If H is a closed hemisphere of 52 and a is the pole in H, then the pair 
(52 - a, H - a) has the same homotopy type as (E2,51). Therefore 

7T3(52 - a, H - a) :::::: 7T3(E2,51) ? 7T2(51) = 0 

On the other hand, (52,H) has the same homotopy type as (5 2 ,{a}). Therefore 

7T3(52,H) :::::: 7T3(52,{ a}) = 7T3(52) =1= 0 

Hence we see that the excision map;: (52 - a, H - a) C (52,H) does not 
induce an isomorphism of 7T3(52 - a, H - a) with 7T3(52,H). Therefore the 
excision property does not hold for homotopy groups. 

Recall the path fibration p: P(X,xo) ---7 X with fiber p-1(XO) = QX (see 
corollary 2.8.8). 5ince P(X,xo) is contractible (by lemma 2.4.3), 7Tn(P(X,xo)) = 0 
for n ~ 0, and by theorem 10, there is an isomorphism 

n> 1 

This result can also be deduced directly from the canonical one-to-one corre­
spondence [5nU );X] :::::: [5n - 1U );QX] given by the exponential law. We shall 
use the path space to prove the exactness of the homotopy sequence of a triple. 

Given a triple (X,A,B) with base point Xo E B, let i: (A,B) C (X,B) and 
j: (X,B) C (X,A) and let j': (A,{xo}) C (A,B). Define 

n~2 

to equal the composite 

7Tn(X,A,xo) ~ 7Tn-1(A,xo) ~ 7Tn_1(A,B,xo) 

The homotopy sequence of the triple (X,A,B) is defined to be the sequence 

•.. ---7 7Tn+1(X,A) ~ 7Tn(A,B) ~ 7Tn(X,B) ~ 7Tn(X,A) ---7 .•. ---7 7Tl(X,A) 

1 5 THEOREM The homotopy sequence of a triple is exact. 

PROOF Let p: P(X,xo) ---7 X be the path fibration and let X' = P(X,xo), 
A' = p-1(A), and B' = p-l(B). Then (X',A',B') is a triple, and it follows from 
theorem 8 that P# maps the homotopy sequence of (X',A',B') bijectively to the 
homotopy sequence of (X,A,B). Therefore it suffices to prove that the homo­
topy sequence of the triple (X',A',B') is exact. 
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Let i: (A',B') C (X',B'), i: (X',B') C (X',A'), i': B' C A', and 1': A' C (A',B'). 
There is a commutative diagram 

... ~ 7Tn+1(X',A') ~ 7Tn(A',B') S 7Tn(X',B') ~ 7Tn(X',A') ~ 

21 1= "1 10 

.. . ~ 7Tn(A') S 7Tn(A',B') ~ 7Tn-1(B') i" 
~ 7Tn_1(A') ~ ... 

in which each vertical map is a bijection (because X' is contractible). Therefore 
the exactness of the homotopy sequence of the triple (X',A',B') follows from 
the exactness of the homotopy sequence of the pair (A',B'). • 

This result can also be derived from the exactness of the homotopy se­
quence of a pair and functorial properties of the homotopy groups (as was the 
case with the corresponding exactness property for homology, theorem 4.8.5). 

3 CHANGE OF BASE POINTS 

The absolute and relative homotopy groups are defined for pointed spaces and 
pairs. This section is devoted to a study of the extent to which these groups 
depend on the choice of base point. By generalizing the methods of Sec. 1.8, 
we shall see that these groups based at different base points in the same path 
component are isomorphic, but the isomorphism between them is not usually 
unique. Much of these considerations apply to more general homotopy sets, 
and we begin with this. 

Let (X,A) be a pair with base point Xo E A and let (Y,B) be a pair. Two 
maps aD, a1: (X,A) ~ (Y,B) are said to be freely homotopic if they are homo­
topic as maps of (X,A) to (Y,B) (that is, no restriction is placed on the base 
point during the homotopy). If w is a path in B from ao(xo) to a1(xo), an 
w-homotopy from 0'0 to a1 is a homotopy 

H: (X,A) X I ~ (Y,B) 

such that H(x,O) = ao(x), H(x,l) = a1(x), and H(xo,t) = w(t). If such a homo­
topy exists, we say that aD is w-homotopic to a1. It is clear that aD and a1 are 
freely homotopic if and only if there is some path w in B such that aD and a1 
are w-homotopic. In particular, two maps aD, a1: (X,A,xo) ~ (Y,B,yo) are 
freely homotopic if and only if there is some closed path w in B at yo such 
that aD is w-homotopic to a1. 

Although the relation of free homotopy is an equivalence relation in the 
set of maps from (X,A) to (Y,B), for a fixed w the relation of w-homotopy is 
not generally an equivalence relation. For example, if w is not a closed path, 
it is impossible for any map aD to be w-homotopic to itself. 

I LEMMA (a) Given a map f: (X',A',xo) ~ (X,A,xo), maps aD, a1: (X,A) ~ 
(Y,B), and a path w in B such that aD is w-homotopic to a1, then aD 0 f is w­
homotopic to a1 0 f. 
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(b) Given a map g: (Y,B) ~ (Y',B'), maps 0:0, 0:1: (X,A) ~ (Y,B), and a 
path win B such that 0:0 is w-homotopic to 0:1, then g 0 0:0 is (g 0 w)-homo­
topic to g 0 0:1. 

(c) Given maps 0:0, 0:0: (SX,SA,xo) ~ (Y,B,w(O)) and 0:1, o:i: (SX,SA,xo) ~ 
(Y,B,w(l)) such that 0:0 is w-homotopic to 0:1 and 0:0 is w-homotopic to 0:1, 
then 0:0 * 0:0 is w-homotopic to 0:1 * o:i. 

PROOF If H: (X,A) X I ~ (Y,B) is an w-homotopy from 0:0 to 0:1, then for (a) 
the composite 

(X',A') X I ~ (X,A) X I ~ (Y,B) 

is an w-homotopy from 0:0 0 f to 0:1 0 f, and for (b) the composite 

(X,A) X I ~ (Y,B) 14 (Y',B') 

is a (g 0 w)-homotopy from g 0 0:0 to g 0 0:1. 

In (c), if H, H': (SX,SA) X I ~ (Y,B) are w-homotopies from 0:0 and 0:0 

to 0:1 and 0:1, respectively, the map 

H * H': (SX,SA) X I ~ (Y,B) 
defined by 

(H H')([ ]') {H([x,2t], t') * x,t, t = H'([x, 2t - 1], t') 

is an w-homotopy from 0:0 * 0:0 to 0:1 * 0:1. -

O<t<1h 
1h<t<l 

The base point Xo for a pair (X,A) is said to be a nondegenerate base point 
if the inclusion map (xo,xo) C (X,A) is a co fibration [that is, if, given a map 
0:0: (X,A) ~ (Y,B) and a homotopy w: Xo X I ~ B, there is a homotopy 
H: (X,A) X I ~ (Y,B) such that H(x,O) = o:o(x) and H(xo,t) = w(t)]. It follows 
from lemma 3.8.1 and corollary 3.2.4 that any point of a polyhedral pair is a 
nondegenerate base point. 

2 LEMMA Let (X,A) be a pair with nondegenerate base point and let (Y,B) 
be an arbitrary pair. 

(a) Given a path w in B and a map 0:1: (X,A,xo) ~ (Y,B,w(1)), there is a 
map 0:0: (X,A,Xo) ~ (Y,B,w(O)) such that 0:0 is w-homotopic to 0:1. 

(b) If 0:0, 0:0: (X,A,xo) ~ (Y,B,w(O)) are both w-homotopic to 0:1, then 
[0:0] = [0:0] in [X,A,xo; Y,B,w(O)]. 

(c) If 0:0 is w-homotopic to 0:1 and 0:0 c:::: 0:0 as maps from (X,A,xo) to 
(Y,B,w(O)), 0:1 c:::: o:i as maps from (X,A,xo) to (Y,B,w(l)), and w c:::: w' as paths 
in B, then 0:0 is w' -homotopic to 0:1. 

PROOF (a) Given 0:1 and w, it follows from the non degeneracy of Xo that 
there is a map H': (X,A) X I ~ (Y,B) such that H'(x,O) = O:l(X) and 
H'(xo,t) = w(l - t). Define 0:0: (X,A,xo) ~ (Y,B,w(O)) by o:o(x) = H'(x,l). Then 
H: (X,A) X I ~ (Y,B) defined by H(x,t) = H'(x, 1 - t) is an w-homotopy 
from 0:0 to 0:1. 

(b) Because Xo is a non degenerate base point, there is a retraction 
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r: (X,A) X 1 ~ (xo X 1 U X X 1, Xo X 1 U A X 1) (by theorem 2.8.1), and 
we let rt: (X,A) ~ (xo X 1 U X X 1, Xo X 1 U A X 1) be defined by rt(x) = r(x,t). 
Let G: (xo X 1 U X X 1, Xo X 1 U A X 1) X 1 ~ (X,A) X 1 be the homotopy 
relative to (xo,O) defined by G(x,t,t') = (x,tt') and define 

Gt< (xo X 1 U X X 1, Xo X 1 U A X 1) ~ (X,A) X 1 

by Ge-(x,t) = G(x,t,t'). Then Go 0 ro ::::::: G1 0 ro reI Xo, and because Go(xo X 1) = 
(xo,O), Go 0 ro ::::::: Go 0 r1 reI Xo. Let H: (X,A) X 1 ~ (Y,B) be an w-homotopy 
from lXo to lX1. Then H 0 G 1 0 ro ~ H 0 Go 0 r1 reI Xo. Clearly, H 0 Go 0 r1 = lXo, 
and so lXo ::::::: H 0 G1 0 ro reI Xo. Similarly, if H': (X,A) X 1 ~ (Y,B) is an 
w-homotopy from lXo to lXl. then lXo ::::::: H' 0 G1 0 ro reI Xo. Because 

HI (xo X 1 U X X 1) = H' I (xo X 1 U X X 1) 

H 0 G1 0 ro = H' 0 G1 0 ro, and so lXo ~ lXo reI Xo. 
(c) First we observe that the inclusion map 

(X X i U Xo X 1, A X i U Xo X 1) C (X,A) X 1 

is a cofibration. In fact, let h: (1 X 1, 1 X 0 U i X 1) ~ (1 X 1, 0 X 1) be a 
homeomorphism. Then there is a homeomorphism 

1 X h: (X X 1 X 1, A X 1 X 1) ::::::; (X X 1 X 1, A X 1 X 1) 

which maps 

X X 1 X 0 U X X i X 1 U Xo X 1 X 1 to X X 0 X 1 U Xo X 1 X 1 

and 

A X 1 X 0 U A X i X 1 U Xo X 1 X 1 to A X 0 X 1 U Xo X 1 X 1. 

Thus we need only show that (X X 0 U Xo X 1, A X 0 U Xo X 1) X 1 is a 
retract of (X X 1, A X 1) X 1, which follows from the fact that (X X 0 U Xo X 1, 
A X 0 U Xo X 1) is a retract of (X X 1, A X 1). 

Now let F, F': (X X j U Xo X 1, A X j U Xo X 1) ~ (Y,B) be defined by 

F(x,O) = lXO(X) F(x,l) = lX1(X) F(xo,t) = w(t) 
F'(x,O) = lXO(X) F'(x,l) = lXl(X) F'(xo,t) = w'(t) 

Because lXo ~ lXo, lX1 ::::::: lXI, and w ::::::: w', it follows that F ::::::: F'. Because lXo is 
w-homotopic to lX1, F can be extended to a map H: (X,A) X 1 ~ (Y,B). By 
the cofibration property established above, F can be extended to a map 
H': (X,A) X 1 ~ (Y,B). Then H' is an w'-homotopy from lXo to lXl. -

It follows from lemmas 2a and 2b that, given wand lX1: (X,A,xo) ~ 
(Y,B,w(l)), the set of all maps lXo: (X,A,xo) ~ (Y,B,w(O)) which are w-homotopic 
to lX1 belong to a single homotopy class of maps (X,A,xo) ~ (Y,B,w(O)). 
It follows from lemma 2c that this set of maps equals a homotopy class of 
maps (X,A,xo) ~ (Y,B,w(O)) which depends only on the homotopy class 
[lX1] E [X,A,xo; Y,B,w(l)] and the path class [w]. Therefore, if (X,A) has a non­
degenerate base point, there is a map 
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h[w): [X,A,xo; Y,B,w(I)] ___ [X,A,xo; Y,B,w(O)] 

characterized by the property h[w)[ a1] = [ao] if and only if ao is w-homotopic 
to a1. It follows from lemmas la and Ib that this map is functorial in (X,A) 
and in (Y,B) and from lemma lc that if (X,A) is a suspension, the map is a 
homomorphism. 

3 THEOREM Let (X,A) be a pair with nondegenerate base point Xo. For any 
pair (Y,B) there is a covariant functor from the fundamental groupoid of B to 
the category of pointed sets which assigns to a point yo E B the set 
[X,A,xo; Y,B,yo] and to a path class [w] in B the map h[w)' If (X,A) is a suspen­
sion, this functor takes values in the category of groups and homomorphisms. 

PROOF We need only verify the two functorial properties. If a: (X,A,xo) ___ 
(Y,B,yo) is arbitrary and to is the constant path at yo, the constant homotopy 
is an to-homotopy from a to a proving that h[d = 1. 

Given paths wand w' in B such that w(l) = w'(O), an w-homotopy H 
from ao to a1, and an w'-homotopy H' from a1 to a2 [where ao, a1, a2 are 
maps of (X,A) to (Y,B)], an (w * w')-homotopy H * H' from ao to a2 is defined by 

(H H')( ) {H(x,2t) * x,t = H'(x, 2t - 1) 

This shows that h[w*w') = h[w) 0 h[w')' • 

o -::: t -::: 1;2 
1;2<t<1 

4 COROLLARY If BeY is path connected and (X,A) has a nondegenerate 
base point Xo, then for any yo, Y1 E B the pointed sets [X,A,xo; Y,B,yo] and 
[X,A,xo; Y,B,Y1] are in one-to-one correspondence. Furthermore, '7T1(B,yo) acts 
as a group of operators on the left on [X,A,xo; Y,B,yo], and the one-to-one 
correspondence above is determined up to this action of '7Tl(B,yo). 

PROOF If [w] is any path class in B, h[w) is a one-to-one correspondence. 
If [w] E '7Tl(B,yo), then h[w) is a permutation of [X,A,xo; Y,B,yo], and in this 
way '7Tl(B,yo) acts as a group of operators. If yo and Yl are points in B, the 
set of one-to-one correspondence h[ro) determined by path classes [w] in Y from 
Yo to Yl is the same as the set of maps h[roo) 0 h[ro'), where [wo] is a fixed path 
class from yo to Y1 and [w'] E '7T1(B,yo). • 

In all of the above, by taking B = Y, we get the corresponding results 
for the absolute case. Thus, if X is a space with non degenerate base point Xo 
and yo E Y, then '7Tl(Y,YO) acts as a group of operators on [X,xo; Y,yo]. If Y is 
path connected and yo, Yl E Y, then [X,xo; Y,yo] and [X,xo; Y,Y1] are in 
one-to-one correspondence by a bijection determined up to the action of 
'7Tl(Y,YO). 

In case Y is an H space and BeY is a sub-H-space, there is the following 
result, which can be regarded as a generalization of theorem 1.8.4. 

5 THEOREM Let (X,A) have a nondegenerate base point Xo and let (Y,B) 
be a pair of H spaces. If yo E B is the base point, '7T1(B,yo) acts trivially on 
[X,A,xo; Y,B,yoJ. 
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PROOF Let p,: (Y X Y, B X B) ~ (Y,B) be the multiplication. Given 
a: (X,A,xo) ~ (Y,B,yo) and a closed path w: (I,i) ~ (B,yo), define an w'­
homotopy H: (X,A) X I ~ (Y,B) from a' to a' (where w' ~ wand a' ~ a) by 

H(x,t) = p,(a(x),w(t)) 

Therefore h[w)[a] = [a] for all [a] E [X,A,xo; Y,B,yo] and all [w] E 7T1(B,yo). • 

There is an interesting relation between the action of 7T1(B,yo) on 
[X,A,xo; Y,B,yo] and the action of 7T1(B,yo) as covering transformations on a 
universal covering space of B. We assume that Band Yare path connected 
and locally path connected, that 7T1(B,yo) ;::::; 7T1(Y,YO), and that Y is a simply 
connected covering space of Y with covering projection p: Y ~ Y. Then 
B = p-1(B) is a simply connected covering space of B [because 7T1(B,yo) ;::::; 
7T1(Y,YO)]. Let yo E p-1(yO). There is a canonical map 

(): [X,A,xo; Y,B,yo] ~ [X,A; Y,B] 

from base-point-preserving homotopy classes to free homotopy classes. 
Because B is simply connected, this map is a bijection [recall that two maps 
ao, a1: (X,A) ~ (Y,B) are freely homotopic if and only if there is a path win 
B from ao(xo) to a1(xO) such that ao is w-homotopic to a1]. 

6 LEMMA With the notation above, let g: (Y,B,yo) ~ (Y,B,Y1) be a cover­
ing transformation and let w be a path in B from yo to Y1. There is a commu­
tative diagram 

[X,A,xo; Y,B,yo] ~ [X,A,xo; Y,B,yo] :!? [X,A; Y,B] 

P# - - - 0 - -[X,A,xo; Y,B,yo] ~ [X,A,xo; Y,B,yo] -:;;! [X,A; Y,B] 

PROOF Because g is a covering transformation, p = p 0 g and p# = p# 0 ~. 

The commutativity of the left-hand square follows from this and from 
lemma lb. Since () 0 h[w) = (), the commutativity of the right-hand side follows 
from the trivial verification that () 0 ~ = g# 0 (). • 

Recall the isomorphism 1/;: G(B I B) ;::::; 7T1(B,yo) of corollary 2.6.4, which 
assigns to g the element [p 0 w] E 7T1(B,yo). Therefore lemma 6 expresses a 
relation between the action of G(B I B) ;::::; G(Y I Y) on the free homotopy 
classes [X,A; Y,B] and the action of 7T1(B,yo) on [X,A,xo; Y,B,yo]. 

7 COROLLARY Let X be a simply connected locally path-connected space 
with nondegenerate base point and let Y be a simply connected covering 
space of a locally path-connected space Y. There is a bijection from the free 
homotopy classes [X; Y] to the pointed homotopy classes [X,xo; Y, Yo] com­
patible with the action of G(YI Y) on the former, the action of 7T1(Y,YO) on 
the latter, and the isomorphism 1/;: G(YI Y) ;::::; 7T1(Y,YO). 

PROOF This follows from lemma 6, with B = Y and A = X, and from the 
observation that because X is simply connected, it follows from the lifting 
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theorem 2.4.5, the homotopy lifting property of p: Y ~ Y, theorem 2.2.3, and 
the unique-lifting property, theorem 2.2.2, that p#: [X,xo; Y,Yo] ~ [X,xo; Y,Yo] 
is a bijection. -

We now specialize to the homotopy groups. Because 

'7Tn(X,xo) = [sn(i ),0; X,xo] = [sn(i ),sn(i),O; X,X,xo] 

we obtain the following result. 

8 THEOREM For any space X and any n ~ 1, there is a covariant functor 
from the fundamental groupoid of X to the category of groups and homomor­
phisms which assigns to x E X the group '7Tn(X,x) and to a path class [w] in X 
the map h[wj: '7Tn(X,w(I)) ~ '7Tn(X,w(O)). In this way, '7T1(X,XO) acts as a group 
of operators on the left on '7Tn(X,xo), by conjugation if n = 1, and if X is path 
connected and xo, Xl E X, then '7Tn(X,xo) and '7Tn(X,X1) are isomorphic by an 
isomorphism determined up to the action of '7T1(X,XO). 

PROOF Everything follows from theorem 3 and corollary 4 except for the 
statement that '7T1(X,XO) acts on '7T1(X,XO) by conjugation. For this let 
H: s(i) X I ~ X be on w-homotopy from ao to a!, where w, ao, and a1 are 
closed paths in X at Xo. Define H': I X I ~ X by 

H'(t,t') = H([I,t], t') 

Then H' lOx I = H' 11 X I = wand H' I I X 0 = ao and H' I I X 1 = a1. 
It follows from lemma 1.8.6 that (w * (1) * (w- 1 * ao-1) is null homotopic. 
Therefore [aD] = [w][a1][w]-1, and so h[wj[a1] = [w][a1][w]-1. -

Theorem 8 shows that the action of '7T1(X,XO) on itself by conjugation, as 
in theorem 1.8.3, is extended to an action of '7T1(X,XO) on '7Tn(X,xo) for every 
n~1. 

A path-connected space X is said to be n-simple (for n ~ 1) if for some 
Xo E X (and hence all base points x E X) '7T1(X,XO) acts trivially on '7Tn(X,xo). 
Thus a simply connected space is n-simple for every n ~ 1, and a path­
connected space X is I-simple if and only if '7T1(X,XO) is abelian. For n-simple 
spaces there is a unique canonical isomorphism '7Tn(X,xo) ::::: '7Tn(X,X1), any map 
a: Sn ~ X determines a unique element of '7Tn(X,xo) (whether or not a maps the 
base point po E Sn to xo), and '7Tn(X,xo), is in one-to-one correspondence with 
the free homotopy classes of maps Sn ~ X. The latter is a useful property, 
and for n-simple spaces X we shall usually omit the base point and merely 
write '7Tn(X). From theorem 5 we obtain the following generalization of 
theorem 1.8.4. 

9 THEOREM A path-connected H space is n-simple for every n ~ 1. -
Similar consideration apply to the relative homotopy groups. 

10 THEOREM For any pair (X,A) and any n ~ 1 there is a covariant functor 
from the fundamental groupoid of A to the category of pointed sets if n = 1 
and the category of groups if n > 1 which assigns '7Tn(X,A,x) to x E A and to 
a path class [w] in A the map 


